
 (I) The data model 

Through the exploratory study, we found that the ED visit history and chronic condition 
were two discriminative features related to the ED revisit (results not shown). Denote 𝑥! 
as features except chronic condition and ED history, 𝑐! as chronic condition and 𝑒!, ED 
history. The data model was built through the law of total probability, 

𝑃 𝐸𝐷! 𝑥! = 𝑃 𝐸𝐷! 𝑥! , 𝑐! , 𝑒! 𝑃 𝑐! , 𝑒!
!!,!!

 

As the 𝑃 𝑐! , 𝑒!  was known for a given encounter, we had 

𝑃 𝐸𝐷! 𝑥!

=

𝑃 𝐸𝐷! 𝑥! , 𝑐! = 0, 𝑒! = 0 𝑃 𝑐! = 0, 𝑒! = 0 𝐸𝐷  ℎ𝑖𝑠𝑡𝑜𝑟𝑦  (−)  chronic  (−)
𝑃 𝐸𝐷! 𝑥! , 𝑐! = 0, 𝑒! = 1 𝑃 𝑐! = 0, 𝑒! = 1 𝐸𝐷  ℎ𝑖𝑠𝑡𝑜𝑟𝑦  (−)  chronic  (+)
𝑃 𝐸𝐷! 𝑥! , 𝑐! = 1, 𝑒! = 0 𝑃 𝑐! = 1, 𝑒! = 0 𝐸𝐷  ℎ𝑖𝑠𝑡𝑜𝑟𝑦  (+)  chronic  (−)
𝑃 𝐸𝐷! 𝑥! , 𝑐! = 1, 𝑒! = 1 𝑃 𝑐! = 1, 𝑒! = 1 𝐸𝐷  ℎ𝑖𝑠𝑡𝑜𝑟𝑦  (+)  chronic  (+)

 

This can be regarded as a Bayesian model [1] with a probabilistic likelihood and a 
deterministic prior. At the perspective of tree, the deterministic prior was like a decision 
node with four branches, whose decision rule was defined on the ED history and chronic 
condition.  

The outcome probability the patient would have a ED revisit was determined as 

𝑃 𝐸𝐷! 𝑥! = 𝑃 𝐸𝐷! 𝑥! , 𝑐! = 𝑚, 𝑒! = 𝑛 𝑃 𝑐! = 𝑚, 𝑒! = 𝑛  

where 𝑚 and 𝑛 were the values of ED history and chronic condition. This equation 
indicated that with four likelihoods, the model can forecast the result. In this paper, each 
likelihood was modeled using ensemble learning/model average  

𝑃 𝐸𝐷! 𝑥! , 𝑐! = 𝑚, 𝑒! = 𝑛 = 𝐹
1
𝑤!!

𝑤!𝑓! 𝑥!
!

 

where 𝑤! were weights, 𝑓! were single models, 𝐹 is a monotonic mapping function to 
map the outcome as a probability. 

(II) The likelihood model 

Denote the time 𝑡, the survival function was defined as 

𝑆 𝑡 𝑥! = P 𝑇 > 𝑡 𝑥!  

where  𝑇 indicated for the time to an ED revisit and 𝑥! was a sample. The survival 
function was the probability that a patient did not have a ED revisit within 𝑡 days post the 
discharge of the current ED visit. The cumulative hazard function was then defined as 

𝐻 𝑡 𝑥! = − log 𝑆 𝑡 𝑥!  



To predict whether a patient will have ED revisit, 𝐻 𝑡 𝑥!  was modeled using an 
ensemble learning method, called random survival forests [2, 3]. When the predicted 
cumulative hazard is higher at time 𝑡, the patient is more likely to have a ED revisit at 
that time. 

The basic idea of random survival forests was the bagging and random selection. 
Multiple groups of bootstrapped samples were drawn from the training dataset, of which 
each one was employed to build a decision tree model without pruning using a subset of 
their features through random selection. By averaging the outcomes 𝐻! 𝑡 𝑥!  of all 
decision trees, the predicted cumulative hazard function 𝐻 𝑡 𝑥!  was estimated as  

𝐻 𝑡 𝑥! =
1

𝑛𝑡𝑟𝑒𝑒 𝐻! 𝑡 𝑥!

!"#$$

!!!

 

In this paper, we set the hazard score to be the value of cumulative hazard function at 
time 𝑡 = 180, which was the cumulative hazard of ED revisit at 6 months post discharge. 
Then the likelihood was 

𝑃 𝐸𝐷! 𝑥! , 𝑐! = 𝑚, 𝑒! = 𝑛 = 1− 2!! !!!"# !!  

Recall the general form of the ensemble learning based likelihood, in the random survival 
forests model, 𝑤! were equally assigned,  𝑓! was decision tree, 𝐹 was shown above and 
was monotonic. The software we utilized for random survival forests training and 
predicting was randomForestSRC [4]. 

(III) Calibration 

As the survival model output the cumulative hazard, we calibrate the model on 
𝐻 𝑡 = 180 𝑥!  directly. As the mapping between likelihood and hazard was monotonic, 
this operation would derive the same results with that from the calibration on the 
probability. A calibrated cohort was used to calibrate the predictive scoring threshold to 
create a risk measure for an individual ED post discharge sample. Applying the Step (II) 
model to each sample 𝑖 in the cohort, the derived predictive scores 𝐻 𝑡 𝑥! , i = 1,… ,N 
were ranked. 

For each value of 𝑉, we can calculate the positive predictive value (PPV) as follows.  

PPV = 𝑓 𝑉 = 𝐼 𝐻 𝑡 𝑥! − 𝑉 𝐽 𝑥!
!

!!!
/ 𝐼 𝐻 𝑡 𝑥! − 𝑉

!

!!!
 

where 

𝐼 𝑥 = 1  𝑥 > 0
0  𝑜𝑡ℎ𝑒𝑟                       𝐽 𝑥 = 1  𝑥 ∈ 𝑋!"#$

0  𝑥 ∈ 𝑋!"#$
 

and 𝑋!"#$ and 𝑋!"#$ denote the patients who have ED revisit and never have ED visit in 6 
months after discharge. In this way we have a mathematic function mapping predictive 
values to PPVs.  



Our ED algorithm was set to segregate the ED post discharge population into subgroups 
with different risks of 6-month ED revisits. The risk measure is defined as 𝑓 𝑉  which is 
between 0 and 100. Given a risk level 𝐿, patients with measures larger than or equal to a 
risk level 𝐿 will have the proportion of 𝐿% to have ED revisits in the next 6 months.  

We obtained two thresholds 𝑉! ,𝑉! from this mapping.  
𝑓(𝑉!) = 70 

𝑓(𝑉!) = 30 
Then we stratified the patients into three risk groups 

High risk group: 

𝐻 𝑡 𝑥! ≥ 𝑉! 

Intermediate risk group: 

𝑉! ≤ 𝐻 𝑡 𝑥! < 𝑉! 

Low risk group:   

𝐻 𝑡 𝑥! < 𝑉! 

 

(IV) Blind test 
Blind test cohort is an independent naive sample set, which was compiled to blind test the 
method’s performance. The aim of this step is to critically assess the utility of the risk 
measure before statewide prospective validation in Maine. Each blind test cohort 
sample’s future 6-month risk measure was computed as described in Step (II). Again we 
applied the Step (III) model to each sample 𝑥! in blind test cohort to derive the predictive 
scores 𝐻 𝑡 𝑥! , i = 1,…,N, and calculated the AUC score for the cohort as described in 
Step (III) analysis. The derived predictive scores 𝐻 𝑡 𝑥! , i = 1,… ,N were ranked, and 
the AUC score was computed as following: 

AUC =
1
𝑛𝑚 𝐼(𝐻 𝑡 𝑥! > 𝐻 𝑡 𝑥! )

!

!!!

!

!!!
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