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Supplemental information on methods

1 Method for comparison of the 3 different esti-

mation ways used to fit the mixtures of Beta

distributions

To fit the acceptable difference between arms Dj as mixtures of beta regression using
maximum likelihood estimation, we used the betamix function (betareg package on
R software). The fitted distributions obtained through the betamix function, with
3 as the maximal number of components of the finite mixture, contained only 1
component for all but one event. To try to model those left long-tailed distributions
(see for example Figure 2) by mixtures of 2 or 3 beta distributions, 3 different
estimation methods of fitting (the first mathematically driven and the other two
empirically driven) were applied (See Box 1 in the main manuscript) to model the
distribution of physicians’ acceptable differences of rate of events. The distributions
obtained through the three methods were compared using criteria for goodness of
fit based on area under curves.

The histogram of the acceptable differences among the E experts have been
partitioned in B = 101 subintervals (known as bins) [-0.005, .005], [.005, .015],
[.015, .025],. . ., [.995, 1.005]. For simplicity, even if the acceptable differences are
distributed on (0, 1), the bins were constructed from -0.005 to 1.005 in order to
be centred on the observed values 0, 0.01, 0.02....., so that the histograms are not
influenced by the right (or left)-closing of the intervals.

For each bin, the absolute area of the gap between the fit distribution and the
histogram is calculated. Then, those absolute areas are summed. Denoting xb the
lower value of the bin and yb = xb + 0, 01 the upper value of the bin, hb(x), the
function that counts the number of observations that fall into the b bin, and f(x),
the model for the physicians’ acceptable differences of rate of events fitted by one
of the 3 methods described above (f(a1,j, b1,j, a2,j, b2,j, a3,j, b3,j, w1,j, w2,j, w3,j), the
criteria for goodness of fit of the fitted distribution f(x) is then given by:

G(f) =
100∑
b=1

|
∫ yb

x=xb

f(x) dx− hb(x)∑100
b=1 hb(x)

|

Finally, for each event (j), the method that gave the function f(x) with the lowest
G(f) was retained as the distribution for Dj.

1



2 Definition of the priors

Thirteen pairs of priors (θ0,j, θ1,j) have been tested in the simulation study:

• A non-informative prior density, with α1,j = α0,j = β1,j = β0,j = 1

• Twelve informative priors:

– In the full dose arm, we applied Beta(α0,j, β0,j) coming from historical
data [ref], with 4 different precisions: α0,j and β0,j were respectively
equal to the number of successes/failures in the EPIPAGE study, divided
by 1, 3, 10, or 20.

– In the half dose arm, we applied, for each of those precision’s, 3 differ-
ent means for the difference between the two arms: (i) no difference:
E(π1,j − π0,j) = 0, (ii) a difference of failure equal to the median accept-
able difference according to experts: E(π1,j − π0,j) = median(dj,e), (iii)
the number of failures in the half-dose arm was assumed to be twice than
that in the full-dose arm: E(π1,j − π0,j) = π0,j.

Figure 1 gives a graphical representation of the 12 pairs of informative priors
for severe intraventricular haemorrhage. The parameters of the 12 informative
priors for the 4 events are summarized in Table 1.

Figure 1: Plots of the prior distribution in the full-dose (FD) and in the half-
dose (HD)arms for the 12 pairs of informative priors for severe intraventricular
haemorrhage.

HD arm: half dose arm; FD arm: full dose arm
πi,j : rate of event j in the ith arm
dj,e : acceptable difference of event j between arms, according to the eth expert
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3 Definition of the “good decision” for each sce-

nario of the simulation study

To build the decision rule, we had to decide what was the “good decision” for each
scenario, i.e., which scenario was unacceptable or not, according to the event. For
each of the 5 scenarios, a ’standard’ population of 3146 children, with an observed
distribution of gestational ages and prevalence exactly equal to the expected (See
Table 1 in the main manuscript), was built. For each scenario, we considered that
the good decision was :

• to conclude that the difference was acceptable if the lower bound of the fre-
quentist 95th confidence interval (95CI) for the difference in that standard
population was lower or equal to the median acceptable difference among the
experts,

• to conclude that the difference was unacceptable if it was higher.
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