
 

 

Comparative diagnostic accuracy studies with an imperfect reference standard –  

A comparison of correction methods   

 

 

Chinyereugo M. Umemneku Chikere1*, Kevin J. Wilson2, A. Joy Allen3, Luke Vale1 

 

 

1 Population Health Science Institute, Faculty of Medical Sciences, Newcastle University  

2 School of Mathematics, Statistics and Physics, Newcastle University 

3 National Institute for Health Research, Newcastle In Vitro Diagnostics Co-operative, 

Newcastle University 

 

* Corresponding author 

Email: cmuc1@leicster.ac.uk (CMUC) 

mailto:cmuc1@leicster.ac.uk


1.1. Simplification of the Gart and Buck estimators to obtain the Staquet et al 

estimators 

𝑆𝑛𝑐𝑜𝑟
𝐺𝐵     =

𝑆𝑝𝑅𝑆 × 𝑃𝑟𝑟 × 𝑆𝑛𝐼𝑇 + ( 1 − 𝑆𝑝𝑅𝑆)(1 − 𝑃𝑟𝑟) × 𝑆𝑝𝐼𝑇 − (1 − 𝑆𝑝𝑅𝑆)(𝑆𝑝𝑅𝑆 −  𝑃̂𝐽)

𝑃̂𝐽 
 

=  

𝑆𝑝𝑅𝑆 ×
𝑒
𝑁 ×

𝑎
𝑒 + (1 − 𝑆𝑝𝑅𝑆) (

𝑓
𝑁 ×

𝑑
𝑓

) − (1 − 𝑆𝑝𝑅𝑆)(𝑆𝑝𝑅𝑆 − 𝑃𝑟𝑟 − 𝑆𝑝𝑅𝑆 + 1)
 

𝐽(𝑃̂)
 

=  

𝑎
𝑁

(𝑆𝑝𝑅𝑆) +
𝑑
𝑁 −

𝑑
𝑁

(𝑆𝑝𝑅𝑆) − (1 − 𝑆𝑝𝑅𝑆)(1 − 𝑃𝑟𝑟)

𝐽𝑃̂
 

=  

𝑎
𝑁

(𝑆𝑝𝑅𝑆) +
𝑑
𝑁 −

𝑑
𝑁

(𝑆𝑝𝑅𝑆) −
𝑓
𝑁

(1 − 𝑆𝑝𝑅𝑆)

𝐽𝑃̂
  

=

𝑎
𝑁

(𝑆𝑝𝑅𝑆) +
𝑑
𝑁 −

𝑑
𝑁

(𝑆𝑝𝑅𝑆) −
𝑓
𝑁 +

𝑓
𝑁

(𝑆𝑝𝑅𝑆)

𝐽𝑃̂
 

=

𝑎
𝑁

(𝑆𝑝𝑅𝑆) −
𝑑
𝑁

(𝑆𝑝𝑅𝑆) +
𝑓
𝑁

(𝑆𝑝𝑅𝑆) −
𝑓
𝑁 +

𝑑
𝑁

𝐽𝑃̂
 

=  

𝑎 − 𝑑 + 𝑓
𝑁

(𝑆𝑝𝑅𝑆) +
𝑑
𝑁 −

𝑓
𝑁

𝐽𝑃̂
 

=    

𝑎 + 𝑏
𝑁  (𝑆𝑝𝑅𝑆) −

𝑏
𝑁

𝐽𝑃̂
 

=  
𝑔(𝑆𝑝𝑅𝑆) − 𝑏

𝑁(𝑃𝑟𝑟 + 𝑆𝑝𝑅𝑆 − 1)
  

=  
𝑔(𝑆𝑝𝑅𝑆) − 𝑏

𝑁(𝑃𝑟𝑟) +  𝑁(𝑆𝑝𝑅𝑆 − 1)
  

𝑆𝑛𝑐𝑜𝑟
𝑠𝑞 =  

𝑔(𝑆𝑝𝑅𝑆) − 𝑏 

𝑁(𝑆𝑝𝑅𝑆 − 1) + 𝑒
  



𝑆𝑝𝑐𝑜𝑟
𝐺𝐵 =     

𝑆𝑛𝑅𝑆 × (1 − 𝑃𝑟𝑟) × 𝑆𝑝𝐼𝑇 + ( 1 − 𝑆𝑛𝑅𝑆)𝑃𝑟𝑟 × 𝑆𝑛𝐼𝑇 − (1 − 𝑆𝑛𝑅𝑆)(1 − 𝑆𝑝𝑅𝑆 +  𝑃̂𝐽)

𝐽(1 − 𝑃̂)
 

=
𝑆𝑛𝑅𝑆 ×

𝑓
𝑁 ×

𝑑
𝑓

+ ( 1 − 𝑆𝑛𝑅𝑆) ×
𝑒
𝑁 ×

𝑎
𝑒 − (1 − 𝑆𝑛𝑅𝑆)(1 − 𝑆𝑝𝑅𝑆 +  𝑆𝑝𝑅𝑆 + 𝑃𝑟𝑟 − 1)

𝐽(1 − 𝑃̂)
 

=

𝑑
𝑁 (𝑆𝑛𝑅𝑆) +

𝑎
𝑁

( 1 − 𝑆𝑛𝑅𝑆) − (1 − 𝑆𝑛𝑅𝑆)(𝑃𝑟𝑟)

𝐽(1 − 𝑃̂)
 

=  

𝑑
𝑁 (𝑆𝑛𝑅𝑆) +

𝑎
𝑁 −

𝑎
𝑁 (𝑆𝑛𝑅𝑆) −

𝑒
𝑁

(1 −  𝑆𝑛𝑅𝑆)

 𝐽 (1 −
𝑃𝑟𝑟 + 𝑆𝑝𝑅𝑆 − 1

𝐽 )
 

=   

𝑑
𝑁 (𝑆𝑛𝑅𝑆) +

𝑎
𝑁 −

𝑎
𝑁

(𝑆𝑛𝑅𝑆) −
𝑒
𝑁 +

𝑒
𝑁

(𝑆𝑛𝑅𝑆)

𝐽(𝐽 − 𝑃𝑟𝑟 − 𝑆𝑝𝑅𝑆 + 1)
𝐽

 

=   

𝑑 − 𝑎 + 𝑒
𝑁 (𝑆𝑛𝑅𝑆) +

𝑎
𝑁 −

𝑒
𝑁

 𝐽 (
𝑆𝑝𝑅𝑆 + 𝑆𝑛𝑅𝑆 − 1 − 𝑃𝑟𝑟 − 𝑆𝑝𝑅𝑆 + 1

𝐽 )
 

=  

ℎ
𝑁 (𝑆𝑛𝑅𝑆) −

𝑐
𝑁

𝑆𝑛𝑅𝑆 − 𝑃𝑟𝑟 
 

=  
ℎ(𝑆𝑛𝑅𝑆) − 𝑐

𝑁(𝑆𝑛𝑅𝑆 − 𝑃𝑟𝑟)
 

𝑆𝑝𝐶𝑜𝑟
𝑠𝑞 =   

ℎ(𝑆𝑛𝑅𝑆) − 𝑐

𝑁𝑆𝑛𝑅𝑆 − 𝑒
 

 

 

 

 

 



1.2. Algebraic expression to show that estimates obtained from the classical and 

correction methods are the same when the RS is perfect 

In this section, the different estimators are explored to understand how they are all the same 

when the reference standard is perfect.   

Mathematically, the first pair of Brenner estimators can be reduced to: 

𝑆𝑛𝑐𝑜𝑟
𝐵1 =  

𝑃𝑟𝑟 × 𝑆𝑛𝑅𝑆 × 𝑆𝑛𝑇 + (1 − Prr)(1 − SpRS)(1 − 𝑆𝑝𝐼𝑇)

𝑃𝑟𝑟 ∗ 𝑆𝑛𝑅𝑆 + (1 − 𝑃𝑟𝑟)(1 − 𝑆𝑝𝑅𝑆)
 

=  
(

𝑒
𝑁 × 𝑆𝑛𝑅𝑆 ×

𝑎
𝑒) + (

𝑓
𝑁 × (1 − 𝑆𝑝𝑅𝑆) ×

𝑏
𝑓

)

𝑒𝑆𝑛𝑅𝑆

𝑁 +
𝑓(1 − 𝑆𝑝𝑅𝑆)

𝑁

  

=  

1
𝑁

(𝑎𝑆𝑛𝑅𝑆) +  
1
𝑁 (𝑏(1 − 𝑆𝑝𝑅𝑆))

1
𝑁 (𝑒𝑆𝑛𝑅𝑆 + 𝑓(1 − 𝑆𝑝𝑅𝑆))

  

𝑺𝒏𝒄𝒐𝒓
𝑩𝟏 =  

𝒂𝑺𝒏𝑹𝑺 + 𝒃(𝟏 − 𝑺𝒑𝑹𝑺)

𝒆𝑺𝒏𝑹𝑺 + 𝒇(𝟏 − 𝑺𝒑𝑹𝑺)
 

𝑆𝑝𝑐𝑜𝑟
𝐵1 =

𝑃𝑟𝑟 ∗ (1 − 𝑆𝑛𝑅𝑆)(1 − 𝑆𝑛𝑇) + (1 − 𝑃𝑟𝑟)𝑆𝑝𝑅𝑆 × 𝑆𝑝𝐼𝑇

𝑃𝑟𝑟(1 − 𝑆𝑛𝑅𝑆) + (1 − 𝑃𝑟𝑟)𝑆𝑝𝑅𝑆
 

=
(

𝑒
𝑁 (1 − 𝑆𝑛𝑅𝑆) ×

𝑐
𝑒) + (

𝑓
𝑁 × 𝑆𝑝𝑅𝑆 ×

𝑑
𝑓

)

𝑒(1 − 𝑆𝑛𝑅𝑆)
𝑁 +

𝑓𝑆𝑝𝑅𝑆

𝑁

  

=  

1
𝑁

(𝑐(1 − 𝑆𝑛𝑅𝑆)) + 
1
𝑁

(𝑑𝑆𝑝𝑅𝑆)

1
𝑁

(𝑒(1 − 𝑆𝑛𝑅𝑆) + 𝑓𝑆𝑝𝑅𝑆)
  

𝑺𝒑𝒄𝒐𝒓
𝑩𝟏 =  

𝒄(𝟏 − 𝑺𝒏𝑹𝑺) + 𝒅𝑺𝒑𝑹𝑺

𝒆(𝟏 − 𝑺𝒏𝑹𝑺) + 𝒇𝑺𝒑𝑹𝑺
  

If the reference standard is perfect (𝑆𝑛𝑅 = 𝑆𝑝𝑅 = 1) the Staquet et al and Brenner 

corrected estimators for sensitivity and specificity reduces to the classical estimator for 

sensitivity (𝑆𝑛𝑇) and specificity (𝑆𝑝𝑇). 



Staquet et al estimators: 

 𝑆𝑛𝑐𝑜𝑟
𝑠𝑞 =

𝑔𝑆𝑝
𝑅𝑆

− 𝑏

𝑁(𝑆𝑝
𝑅𝑆

− 1) + 𝑒
=

𝑔 − 𝑏

𝑒
=  

𝑎 + 𝑏 − 𝑏

𝑒
=

𝑎

𝑒
= 𝑆𝑛𝐼𝑇   

 𝑆𝑝𝑐𝑜𝑟
𝑠𝑞 =

ℎ𝑆𝑛𝑅𝑆 − 𝑐

𝑁𝑆𝑛𝑅𝑆 − 𝑒
=

ℎ − 𝑐

𝑁 − 𝑒
=  

𝑐 + 𝑑 − 𝑐

𝑒 + 𝑓 − 𝑒
=

𝑑

𝑓
= 𝑆𝑝𝐼𝑇 

Brenner estimators are: 

𝑆𝑛𝑐𝑜𝑟
𝐵1 =  

𝑎𝑆𝑛𝑅𝑆 + 𝑏(1 − 𝑆𝑝𝑅𝑆)

𝑒𝑆𝑛𝑅𝑆 + 𝑓(1 − 𝑆𝑝𝑅𝑆)
=  

𝑎

𝑒
= 𝑆𝑛𝐼𝑇   

 𝑆𝑝𝑐𝑜𝑟
𝐵1 =

𝑐(1 − 𝑆𝑛𝑅𝑆) + 𝑑𝑆𝑝𝑅𝑆

𝑒(1 − 𝑆𝑛𝑅𝑆) + 𝑓𝑆𝑝𝑅𝑆
=  

𝑑

𝑓
= 𝑆𝑝𝐼𝑇 

Where a, b, c, d, e, f, g, h and N are described on Table 2 (in the main text).  

Therefore, when the reference standard is perfect: 

𝑆𝑛𝑐𝑜𝑟
𝑠𝑞 =  𝑆𝑛𝑐𝑜𝑟

𝐵1 = 𝑆𝑛𝐼𝑇      𝑎𝑛𝑑        𝑆𝑝𝑐𝑜𝑟
𝑠𝑞 =  𝑆𝑝𝑐𝑜𝑟

𝐵1 = 𝑆𝑝𝐼𝑇 

 

 

 

 

 

 

 

 

 



1.3. Definition of some statistical properties – Bias, MSE, Consistency and the 

Wilson score interval   

Bias: A good estimator is unbiased if the difference between the true value of the parameter 

(𝜃) and the expected value of the estimator (𝐸(𝜃)) is equal to zero1, 2; that is: 

  𝜃 − 𝐸(𝜃) = 0 

MSE: A good estimator is expected to have a zero MSE. MSE is the average (mean) of the 

squared difference between the estimator and the true parameter2; that is: 

𝐸 [(𝜃 −  𝜃)
2

] =  
1

𝑛
∑(𝜃𝑖 − 𝜃𝑖̂)

2
𝑛

𝑖=1

 

Consistent: A good estimator is also expected to be consistent. An estimator is consistent 

if as the sample size increase (𝑛 → ∞), the mean values of the estimator approaches the 

true values2, 3.  That is: 

𝐸(𝜃) → 𝜃   𝑎𝑠  𝑛  → ∞;      𝑛  =    𝑠𝑎𝑚𝑝𝑙𝑒  𝑠𝑖𝑧𝑒 

In addition, it is expected that the variance of the estimator will decrease as the sample size 

increase. The empirical standard error of the simulation is calculated as4:  

√
1

𝑛 − 1
∑(𝜃 −  𝜃̅)

2
𝑛

𝑖=1

 

Calculation of the standard deviation of sensitivity and specificity of an index test and 

the confidence interval: The Wilson score interval5, 6 formula was used to calculate the 

95% confidence interval of the estimated sensitivity and specificity. Let  𝜃  denote the 

estimated sensitivity or specificity of a test. The 95% confidence interval is calculated as: 

(𝐿𝐿𝜃̂, 𝑈𝐿𝜃̂) =
1

1 +
𝑧2

𝑛∗

 (𝜃 +
𝑧2

2𝑛∗
) ±

𝑧

1 +
𝑧2

𝑛∗

√
𝜃(1 − 𝜃)

𝑛∗
+

𝑧2

4𝑛∗
2

  



 𝒏∗  is not the total number of participants in the study. It is the total number of participants 

with positive (negative) test results on the reference standard when calculating the 

confidence interval of the estimated sensitivity (specificity).   



Table S1: A 2 x 2 cell probabilities table classified by reference standard and index test result 

Reference standard 

Index test Positive (+) Negative (-) 

Positive (+) 𝑝(𝑆𝑛𝑅𝑆 × 𝑆𝑛𝐼𝑇 + 𝜑11|1) + (1 − 𝑝) ((1 − 𝑆𝑝𝑅𝑆)(1 − 𝑆𝑝𝐼𝑇) + 𝜑11|1 )  𝑝((1 − 𝑆𝑛𝑅𝑆) × 𝑆𝑛𝐼𝑇 +  𝜑01|1) + (1 − 𝑝)(𝑆𝑝𝑅𝑆(1 − 𝑆𝑝𝐼𝑇) + 𝜑01|1 ) 

Negative (-) 𝑝(𝑆𝑛𝑅𝑆(1 − 𝑆𝑛𝐼𝑇) +  𝜑10|1) + (1 − 𝑝)(𝑆𝑝𝐼𝑇(1 − 𝑆𝑝𝑅𝑆) + 𝜑10|1 ) 𝑝((1 − 𝑆𝑛𝑅𝑆)(1 − 𝑆𝑛𝐼𝑇) +  𝜑00|1) + (1 − 𝑝)(𝑆𝑝𝑅𝑆 × 𝑆𝑝𝐼𝑇 + 𝜑00|1 ) 

P is prevalence, SnIT is the sensitivity of the index test; SpIT is the specificity of the index test; SnRS is the sensitivity of the reference standard, SnRS is specificity 

of the reference standard; 𝜑11|1, 𝜑10|1, 𝜑01|1. 𝜑00|1 are the covariance terms among the diseased group 



1.4. More simulated scenarios under the assumption that the IT and RS are 

conditionally independent.  

In this section, other scenarios were considered to evaluate the Staquet et al7 and 

Brenner8 correction methods given that the RS is imperfect and the IT and RS are 

conditionally independent. The different scenarios are grouped into four groups. The first 

group used a prevalence fixed at 0.3 and fixed values for the sensitivities and specificities 

of RS and IT. The second group used fixed values for the sensitivities and specificities for 

IT and RS; however, the prevalence varied from 0 to 1 (in increments of 0.01). The third 

group used a prevalence that is fixed at 0.3; however, the sensitivity (or specificity) of RS 

or IT was varied. The fourth used a prevalence that is fixed at 0.7; however, the sensitivity 

(or specificity) of RS or IT was varied. For all scenarios explored, multiple (200) sample 

sizes of 1000 participants were simulated. The R-code is in Additional File 2. The yellow 

dashed line in all the figures are the simulated true values.  

The first group of scenarios explored are: 

a) Scenario one: The sensitivity of the IT (0.9) is better than the sensitivity of the RS 

(0.7) and their specificity are the same (0.9).  

b) Scenario two: The specificity of the IT (0.9) is better than the specificity of the RS (0.7) 

and their sensitivity is the same (0.9). 

c) Scenario three: The sensitivity of the RS (0.9) is better than the sensitivity of the IT 

(0.7) and their specificity is the same (0.9). 

d) Scenario three: The specificity of RS the (0.9) is better than the specificity of the IT 

(0.7) and their sensitivity is the same (0.9). 

The simulated true value for the prevalence is fixed at 0.3. The mean corrected and 

unadjusted sensitivity and specificity of the index test is reported in Figure 1 as (a), (b), 

(c) and (d) respectively. From Figure 1, the estimates obtained from the Staquet et al 

approach is equivalent to the simulated true values.



Figure 1: The unadjusted and corrected mean sensitivity and mean specificity of the index test when the reference standard is 
imperfect and the prevalence is fixed at 0.3.   

(a) 

 

(b) 

 

(c) 

 

(d) 

 



The second group of scenarios explored are: 

a) Scenario one: The sensitivity of the IT (0.9) is better than the sensitivity of the RS 

(0.7) and their specificity are the same (0.9).  

b) Scenario two: The specificity of the IT (0.9) is better than the specificity of the RS 

(0.7) and their sensitivity is the same (0.9). 

c) Scenario three: The sensitivity of the RS (0.9) is better than the sensitivity of the 

IT (0.7) and their specificity is the same (0.9). 

d) Scenario three: The specificity of RS the (0.9) is better than the specificity of the 

IT (0.7) and their sensitivity is the same (0.9). 

The prevalence is varied from 0 to 1 (in increments of 0.01), the mean sensitivity and 

specificity of the IT in these four scenarios are reported in Figure 2 as (a), (b), (c), (d) 

respectively. From Figure 2, the estimates obtained from the Staquet et al correction 

method is equivalent to the simulated true values except at extreme side of the prevalence 

and the estimates are constant across the different prevalences.  

 

 



Figure 2: The unadjusted and corrected mean sensitivity and mean specificity of the index test when the reference standard is 
imperfect, and the prevalences varies from 0 to 1.   

(a) 

 

(b) 

 

(c) 

 

(d) 

 



The third group of scenarios explored are: 

a) Scenario one: The sensitivity of the RS was varied from 0 to 1 as the specificity of 

RS and IT, and the sensitivity of IT was fixed at 0.9, 0.8 and 0.8 respectively. 

b) Scenario two: The specificity of the RS was varied from 0 to 1 as the sensitivity of 

RS and IT, and the specificity of IT was fixed at 0.9, 0.8 and 0.8 respectively. 

c) Scenario three: The sensitivity of the IT was varied from 0 to 1 as the specificity 

of RS and IT, and the sensitivity of RS was fixed at 0.9, 0.8 and 0.9 respectively. 

d) Scenario three: The specificity of the IT was varied from 0 to 1 as the sensitivity 

of RS and IT, and the specificity of RS was fixed at 0.9, 0.8 and 0.9 respectively. 

The simulated true value for the prevalence is fixed at 0.3, the mean sensitivity and 

mean specificity of the IT in the four scenarios are reported in Figure 3 as (a), (b), (c), and 

(d) respectively.  From Figure 3, the estimates obtained from the Staquet et al approach 

is equivalent to the simulated true values of the index test. However, when the sensitivity 

(or specificity) of the RS is very poor (< 0.3), the estimates obtained via the Staquet et al 

correction method could be inaccurate. Conventionally, the reference standard in clinical 

case studies do not have very poor accuracy measures. The sensitivity and specificity of 

a reference are often above 0.5.   

 

 



Figure 3: The unadjusted and corrected mean sensitivity and mean specificity of the index test when the sensitivity (or specificity) of 
the reference standard or index test is varied and the prevalence is fixed at 0.3.   

(a) 

 

(b) 

 
(c) 

 

(d) 

 



The fourth group of scenarios explored are: 

a) Scenario one: The sensitivity of the RS was varied from 0 to 1 as the specificity of RS 

and IT, and the sensitivity of IT was fixed at 0.9, 0.8 and 0.8 respectively. 

b) Scenario two: The specificity of the RS was varied from 0 to 1 as the sensitivity of RS 

and IT, and the specificity of IT was fixed at 0.9, 0.8 and 0.8 respectively. 

c) Scenario three: The sensitivity of the IT was varied from 0 to 1 as the specificity of RS 

and IT, and the sensitivity of RS was fixed at 0.9, 0.8 and 0.9 respectively. 

d) Scenario three: The specificity of the IT was varied from 0 to 1 as the sensitivity of RS 

and IT, and the specificity of RS was fixed at 0.9, 0.8 and 0.9 respectively. 

The simulated true value for the prevalence is fixed at 0.7, the mean sensitivity and 

mean specificity of the IT in the four scenarios are reported in Figure 4 as (a), (b), (c), and 

(d) respectively.  From Figure 4, the estimates obtained from the Staquet et al approach 

is equivalent to the simulated true values of the index test. However, when the sensitivity 

(or specificity) of the RS is very poor (< 0.3), the estimates obtained via the Staquet et al 

correction method could be inaccurate. Conventionally, the reference standard in clinical 

case studies do not have very poor accuracy measures. The sensitivity and specificity of 

a reference standard are often above 0.5. 

 

 

 



Figure 4: The unadjusted and corrected mean sensitivity and mean specificity of the index test when the sensitivity (or specificity) of the 
reference standard or Index test is varied and the prevalence is fixed at 0.7.   

(a) 

 

(b) 

 
(c) 

 

(d) 
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