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Appendix: An EM Algorithm for Maximizing the Conditional
Likelihood

The observed data conditional likelihood is given by

LC
n (β,Λ) =

n∏
i=1

{λ(t) exp(Z>i β)S(Ti | Zi)}∆i{S(Li | Zi)− S(Ri | Zi)}1−∆i

S(Ai | Zi)

=
n∏

i=1

[
λ(t) exp(Z>i β) exp{−(Λ(Ti)− Λ(Ai)) exp(Z>i β)}

]∆i

×
[
exp{−(Λ(Li)− Λ(Ai)) exp(Z>i β)} − exp{−(Λ(Ri)− Λ(Ai)) exp(Z>i β)}

]1−∆i
.

We assume that Λ(t) is a step function with finite jump sizes at t1 · · · < tKn , the ordered

sequence of unique finite observation times, exactly-observed failure times and truncation times.

The non-negative jump size of Λ(t) at tk is denoted as λk for k = 1, . . . , Kn. Then LC
n (β,Λ) can
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be rewritten as

LC
1n(θ) =

n∏
i=1

[
Kn∏
k=1

λ
I(Ti=tk)
k exp(Z>i β) exp

{
−

∑
Ai≤tk≤Ti

λk exp(Z>i β)

}]∆i

×

[
exp

{
−

∑
Ai≤tk≤Li

λk exp(Z>i β)

}
− I(Ri <∞) exp

{
−

∑
Ai≤tk≤Ri

λk exp(Z>i β)

}]1−∆i

,

where θ is a vector containing all parameters to be estimated.

For the ith subject, we introduce a set of new independent latent variables {Wik; k = 1, 2, · · · , Kn},
where Wik is a Poisson random variable with mean λk exp(Z>i β). Then we find that LC

1n(θ) can

be equivalently expressed with Poisson variables as

LC
2n(θ) =

[
P

( ∑
Ai≤tk<Ti

Wik = 0

)
Kn∏
k=1

P (Wik = 1)I(Ti=tk)

]∆i

=

P ( ∑
Ai≤tk≤Li

Wik = 0

)
P

( ∑
Li<tk≤Ri

Wik > 0

)I(Ri<∞)
1−∆i

Define R∗i = (1−∆i)(LiI(Ri =∞) +RiI(Ri <∞)) + ∆iTi. By treating the latent variables

Wik’s as observable, the complete data likelihood function is given by

LC(θ) =
n∏

i=1

Kn∏
k=1

[
{λk exp(ZT

i β)}Wik

Wik!
exp{−λk exp(Z>i β)}

]I(Ai≤tk≤R∗
i )

,

which subjects to the constraints that
∑

Ai≤tk<Ti
Wik = 0 andWik|Ti=tk = 1 if ∆i = 1,

∑
Ai≤tk≤Li

Wik =

0 and
∑

Li<tk≤Ri
Wik > 0 if ∆i = 0 and Ri <∞; and

∑
Ai≤tk≤Li

Wik = 0 if ∆i = 0 and Ri =∞.

In the E-step, we take conditional expectations with respect to all latent variables in log{LC(θ)},
which yields

Q(θ) =
1

n

n∑
i=1

Kn∑
k=1

I(Ai ≤ tk ≤ R∗i )[E(Wik) log{λk exp(Z>i β)} − λk exp(Z>i β)].

We ignored the conditional arguments including the observed data and the estimate of θ at the

lth iteration denoted by θ(l) in the the expressions of E(Wik)’s, which have the form: E(Wik) = 0

if ∆i = 1 and Ai ≤ tk < Ti, and E(Wik) = 1 if ∆i = 1 and Ti = tk; E(Wik) = 0 if ∆i = 0 and

Ai ≤ tk ≤ Li, and

E(Wik) =
λk exp(Z>i β)

1− exp
{
−
∑

Li<tk≤Ri
λk exp(Z>i β)

} , if Li < tk ≤ Ri and Ri <∞.

2



In the M-step, by setting ∂Q(θ)/∂λk = 0, we can update λk with the following closed-form

expression

λk =

∑n
i=1 I(Ai ≤ tk ≤ R∗i )E(Wik)∑n

i=1 I(Ai ≤ tk ≤ R∗i ) exp(ZT
i β)

, k = 1, . . . , Kn.

By substituting the estimator of each λk above into Q(θ), we obtain the score equation for β as

n∑
i=1

{
Kn∑
k=1

[
I(Ai ≤ tk ≤ R∗i )E(Wik)

(
Zi −

∑n
i=1 I(Ai ≤ tk ≤ R∗i ) exp(Z>i β)Zi∑n
i=1 I(Ai ≤ tk ≤ R∗i ) exp(Z>i β)

)]}
= 0.

Repeat the E-step and M-step until the convergence is achieved, and the covariance estimation of

β̂, the estimate of β, can be accomplished by the profile likelihood approach given in Zeng et al.

(2016) and others.
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