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A The general variance expression for incomplete designs

We re-state the following general model for a cross-sectional longitudinal cluster randomised trial

with a continuous outcome Ykji for subject i = 1, . . . ,m in time period j = 1, . . . , T in cluster

k = 1, . . . ,K as in Kasza and Forbes [1]:

Ykji = µ+ βj +Xkjθ + γkj + ϵkji, γk ∼ NTk
(0,Vγk) , ϵkji ∼ N

(
0, σ2

ϵ

)
where Tk is the number of measurement periods in cluster k, and T is the total number of periods

in the complete design.

Collapsing the above model to cluster-period means, Ȳkj =
1
m

∑m
i=1 Ykji, gives

Ȳkj = µ+ βj +Xkjθ + γkj + ϵkj , γk ∼ NTk
(0,Vγk) , ϵkj ∼ N

(
0,

σ2
ϵ

m

)

Letting Ȳk =
(
Ȳk1, . . . , ȲkT

)T
, and using Vk to denote the covariance matrix of Ȳk, cov(Ȳk) =

Vγk +
σ2
ϵ

m I = Vk, where Vk has dimension Tk × Tk. Letting Ȳ =
(
Ȳ

T
1 , . . . , Ȳ

T
K

)T
, then the

variance matrix V of Ȳ is block-diagonal with each of the Vks along the diagonal, yielding a(∑K
k=1 Tk

)
×
(∑K

k=1 Tk

)
-dimensional matrix.

Re-parameterising µ and the time effects as β1, . . . , βT and writing the equation in vector form

gives

Ȳ = Z


β1

...

βT

θ

+


γ1
...

γK

+ ϵ.

The usual estimate of the parameter vector η = (β1, . . . , βT , θ)
T
is then given by η̂ =

(
ZTV−1Z

)−1

ZTV−1Ȳ

with covariance matrix cov(η̂) =
(
ZTV−1Z

)−1

. The design matrix Z can be written as

Z =


Z1 X1

Z2 X2

...
...

ZK XK


where Zk has dimension Tk × T , and Xk has dimension Tk × 1.

We are interested in obtaining an expression for the variance of the treatment effect estimator,

1



var ˆ(θ), the (T + 1)× (T + 1)th entry of (ZTV−1Z)−1. Then

ZTV−1Z =

[
ZT

1 ZT
2 . . . ZT

K

XT
1 XT

2 . . . XT
K

]
V−1

1

V−1
2

. . .

V−1
K



Z1 X1

Z2 X2

...
...

ZK XK



=

[
ZT

1 V
−1
1 ZT

2 V
−1
2 . . . ZT

KV−1
K

XT
1 V

−1
1 XT

2 V
−1
2 . . . XT

KV−1
K

]
Z1 X1

Z2 X2

...
...

ZK XK


=

[
ZT

1 V
−1
1 Z1 + ZT

2 V
−1
2 Z2 + · · ·+ ZT

KV−1
K ZK

XT
1 V

−1
1 Z1 +XT

2 V
−1
2 Z2 + · · ·+XT

KV−1
K ZK

ZT
1 V

−1
1 X1 + ZT

2 V
−1
2 X2 + · · ·+ ZT

KV−1
K XK

XT
1 V

−1
1 X1 +XT

2 V
−1
2 X2 + · · ·+XT

KV−1
K XK

]

=

[∑K
k=1 Z

T
kV

−1
k Zk

∑K
k=1 Z

T
kV

−1
k Xk∑K

k=1 X
T
kV

−1
k Zk

∑K
k=1 X

T
kV

−1
k Xk

]

=

 ∑K
k=1 Z

T
kV

−1
k Zk

∑K
k=1 Z

T
kV

−1
k Xk(∑K

k=1 Z
T
kV

−1
k Xk

)T ∑K
k=1 X

T
kV

−1
k Xk

 =

[
A11 A12

A21 A22

]

Note: The Zk, Vk, and Xk matrices may have different dimensions across the K clusters due

to incompleteness, but these matrices will be conformable for a particular cluster k.

The (T +1)× (T +1)th entry of (ZTV−1Z)−1 is given by
(
A22 −A21A

−1
11 A12

)−1
. We can then

write:

var ˆ(θ) =

{ K∑
k=1

XT
kV

−1
k Xk −

(
K∑

k=1

ZT
kV

−1
k Xk

)T

×

(
K∑

k=1

ZT
kV

−1
k Zk

)−1( K∑
k=1

ZT
kV

−1
k Xk

)}−1

.

B The information content of pairs of cells for incomplete

designs

In this section we extend the derivation of the information content of a general number of cells for

a complete design in Web Appendix B.1 of Kasza and Forbes (2019) to obtain an expression for

the information content of centrosymmetric pairs of cells of a potentially incomplete design. This

design has T periods and cluster k, k = 1, . . . ,K, has Tk periods of measurements.

The information content expression follows from the expression for var(θ̂)[o], which represents

the variance of the treatment effect estimator for the remaining cells once a pair of cells, denoted

by o, are removed. We will work with a rearrangement of the cell means Ȳ where the observations

corresponding to the omitted pair of cells appear first, in cluster order, followed by the observations

corresponding to the included cells (grouped by cluster).
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Then the covariance matrix of Ȳ can be decomposed as

V =

(
Vo W

WT V[o]

)

where Vo is of dimension 2 × 2, V[o] is of dimension
(∑K

k=1 Tk − 2
)
×
(∑K

k=1 Tk − 2
)
, and W

is of dimension 2 ×
(∑K

k=1 Tk − 2
)
. Since the omitted and included cell means are organised by

cluster, Vo has a block diagonal structure, with blocks given by Vmk
, where mk is the number of

cells omitted from each cluster k, and Vmk
is either the variance of the omitted cell or covariance

matrix of the omitted pair of cells from cluster k. Note that since we are considering removing

two cells at a time, mk will be 0 if no cells are removed from cluster k, 1 if a single cell is removed,

or 2 if the pair of cells belongs to cluster k. The matrix V[o] also has a block diagonal structure,

with blocks V[mk]: the covariance matrix of the included cells of cluster k. The matrix W can be

decomposed as

W =


Cm1

...

CmK


where each Cmk

, k = 1, . . . ,K, is of dimension mk ×
(∑K

k=1 Tk − 2
)
, and contains the covariances

between the omitted observation(s) in cluster k and all included observations. Due to independence

between clusters, the only non-zero entries of Cmk
will correspond to covariances between omitted

and included observations in the same cluster: Cmk
will contain Tk −mk non-zero columns. We

denote those non-zero columns as C̸=0
mk

.

The inverse of the covariance matrix, V−1, is then given by

V−1 =


(
Vo −WV−1

[o] W
T
)−1

−
(
Vo −WV−1

[o] W
T
)−1

WV−1
[o]

−V−1
[o] W

T
(
Vo −WV−1

[o] W
T
)−1

V−1
[o] +V−1

[o] W
T
(
Vo −WV−1

[o] W
T
)−1

WV−1
[o]

 .

The design matrix Z can be decomposed as

Z =

(
Zo

Z[o]

)

where Zo is the 2 × (T + 1) sub-matrix of Z corresponding to the omitted cells, and Z[o] is the

(TK − 2)× (T + 1) sub-matrix of Z corresponding to the included cells.

Standard matrix algebra gives

ZTV−1Z = ZT
[o]V

−1
[o] Z[o] +

(
ZT

o − ZT
[o]V

−1
[o] W

T
)(

Vo −WV−1
[o] W

T
)−1 (

ZT
o − ZT

[o]V
−1
[o] W

T
)T

so that

ZT
[o]V

−1
[o] Z[o] = ZTV−1Z− Z̃oD

−1Z̃
T

o

where Z̃o = ZT
o − ZT

[o]V
−1
[o] W

T and D = Vo −WV−1
[o] W

T .

Thus var(θ̂)[o] is given by the (T + 1)× (T + 1)th entry of

(
ZT

[o]V
−1
[o] Z[o]

)−1

=
(
ZTV−1Z− Z̃oD

−1Z̃T
o

)−1

.

Since Vo and V[o] are block diagonal matrices, the matrix D will have the form:
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D =


Vm1

−C ̸=0
m1

V−1
[m1]

C̸=0T
m1

. . . 0
...

. . .
...

0 . . . VmK
−C ̸=0

mK
V−1

[mK ]C̸
=0T
mK


where again C ̸=0

mk
contains only the non-zero columns of Cmk

. We can write the matrix Z̃o as

Z̃o =

(
T̃m1 . . . T̃mK

X̃m1 . . . X̃mK

)

where T̃mk
is of dimension T×mk (ormk column(s) vector of length T ) and represents the modified

time effect(s) in cluster k and X̃mk
is of dimension 1×mk and represents the treatment indicator

for the omitted cell in cluster k. Since a pair of cells is being omitted,
∑K

k=1 mk = 2. Therefore,

Z̃o will be of dimension (T + 1)× 2.

Then Z̃oD
−1Z̃

T

o can be written as[ ∑K
k=1 T̃mk

(Vmk
−C ̸=0

mk
V−1

[mk]
C̸=0T

mk
)−1T̃

T

mk

∑K
k=1 T̃mk

(Vmk
− C̸=0

mk
V−1

[mk]
C̸=0T

mk
)−1X̃

T

mk∑K
k=1 X̃mk

(Vmk
−C ̸=0

mk
V−1

[mk]
C ̸=0T

mk
)−1T̃

T

mk

∑K
k=1 X̃mk

(Vmk
− C̸=0

mk
V−1

[mk]
C̸=0T

mk
)−1X̃

T

mk

]
.

Then, recalling the expression for ZTV−1Z given in Section A, an expression for ZTV−1Z −
Z̃oD

−1Z̃T
o is available, and standard matrix algebra shows that the (T + 1) × (T + 1)th entry of

(ZTV−1Z− Z̃oD
−1Z̃

T

o )
−1 is given by

(
B22 −B21B

−1
11 BT

21

)−1
, where

B22 =

K∑
k=1

XT
kV

−1
k Xk −

K∑
k=1

X̃mk
(Vmk

− C̸=0
mk

V−1
[mk]

C ̸=0T
mk

)−1X̃
T

mk

B21 =

(
K∑

k=1

ZT
kV

−1
k Xk

)T

−
K∑

k=1

X̃mk
(Vmk

− C̸=0
mk

V−1
[mk]

C ̸=0
mk

)−1T̃
T

mk

B11 =

K∑
k=1

ZT
kV

−1
k Zk −

K∑
k=1

T̃mk
(Vmk

−C ̸=0
mk

V−1
[mk]

C̸=0T
mk

)−1T̃
T

mk
.

Suppose that the pair of centrosymmetric cells belongs to clusters s and s′. These cells could

either be in the same or in different clusters, and hence the expression (Vmk
− C̸=0

mk
V−1

[mk]
C ̸=0T

mk
)−1

can be written in one of the following two ways:

(1) Centrosymmetric pair belonging to different clusters

If the pair of centrosymmetric cells belongs to different clusters (s ̸= s′), then ms = ms′ = 1 and

we can make the following simplifications: The terms Vms
= Vms′ = a, where a is a scalar and

represents the variance of each of the omitted cluster-period cells, and X̃mk
is also a scalar, which

we will denote by x̃mk
. The terms C ̸=0

ms
V−1

[ms]
C̸=0T

ms
= C ̸=0

ms′
V−1

[ms′ ]
C ̸=0T

ms′
= b, where b is a scalar. So,

(Vms
− C̸=0

ms
V−1

[ms]
C ̸=0T

ms
)−1 = (a− b)

−1
= f , where f is a scalar. Furthermore, the summations

in the second terms of each of B22, B21, and B11 can be simplified to sums of terms with cluster

indices s and s′ only.
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B22 =

K∑
k=1

XT
kV

−1
k Xk − f

(
x̃2
ms

+ x̃2
ms′

)
=

K∑
k=1

XT
kV

−1
k Xk − g

B21 =

(
K∑

k=1

ZT
kV

−1
k Xk

)T

− f
(
x̃ms

T̃
T

ms
+ x̃ms′ T̃

T

ms′

)

=

(
K∑

k=1

ZT
kV

−1
k Xk

)T

− h

B11 =

K∑
k=1

ZT
kV

−1
k Zk − f

(
T̃ms

T̃
T

ms
+ T̃ms′ T̃

T

ms′

)
=

K∑
k=1

ZT
kV

−1
k Zk − L

where g = f
(
x̃2
ms

+ x̃2
ms′

)
is a scalar, h = f

(
x̃ms

T̃
T

ms
+ x̃ms′ T̃

T

ms′

)
is 1 × T vector, and L =

f
(
T̃msT̃

T

ms
+ T̃ms′ T̃

T

ms′

)
is a T × T matrix.

B22 can also be written as below by recalling the expression for var ˆ(θ) given in Section A:

1

var ˆ(θ)
=

K∑
k=1

XT
kV

−1
k Xk −

(
K∑

k=1

ZT
kV

−1
k Xk

)T ( K∑
k=1

ZT
kV

−1
k Zk

)−1( K∑
k=1

ZT
kV

−1
k Xk

)

⇒ 1

var ˆ(θ)
+

(
K∑

k=1

ZT
kV

−1
k Xk

)T ( K∑
k=1

ZT
kV

−1
k Zk

)−1( K∑
k=1

ZT
kV

−1
k Xk

)
=

K∑
k=1

XT
kV

−1
k Xk

⇒ 1

var ˆ(θ)
+

(
K∑

k=1

ZT
kV

−1
k Xk

)T ( K∑
k=1

ZT
kV

−1
k Zk

)−1( K∑
k=1

ZT
kV

−1
k Xk

)
− g =

K∑
k=1

XT
kV

−1
k Xk − g

Letting var[o]
ˆ(θ) be the variance of the treatment effect estimator for the included cells where

the original design may be an incomplete design,
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1

var[o] ˆ(θ)
= B22 −B21B

−1
11 BT

21

1

var[o] ˆ(θ)
=

1

var ˆ(θ)
+

(
K∑

k=1

ZT
kV

−1
k Xk

)T ( K∑
k=1

ZT
kV

−1
k Zk

)−1( K∑
k=1

ZT
kV

−1
k Xk

)
− g

−

( K∑
k=1

ZT
kV

−1
k Xk

)T

− h

( K∑
k=1

ZT
kV

−1
k Zk − L

)−1( K∑
k=1

ZT
kV

−1
k Xk − hT

)
1

var[o] ˆ(θ)
=

1

var ˆ(θ)
+ C

1

var[o] ˆ(θ)
=

1 + var ˆ(θ)× C

var ˆ(θ)

Therefore, the information content of the centrosymmetric pair of cluster-period cells denoted by

o is given by

IC(o) =
var[o]

ˆ(θ)

var ˆ(θ)
=

1

1 + var ˆ(θ)× C

where

C =

(
K∑

k=1

ZT
kV

−1
k Xk

)T ( K∑
k=1

ZT
kV

−1
k Zk

)−1( K∑
k=1

ZT
kV

−1
k Xk

)
− g

−

( K∑
k=1

ZT
kV

−1
k Xk

)T

− h

( K∑
k=1

ZT
kV

−1
k Zk − L

)−1( K∑
k=1

ZT
kV

−1
k Xk − hT

)
.

(2) Centrosymmetric pair belonging to the same cluster:

If the pair of centrosymmetric cells belongs to the same cluster (s = s′), then ms = 2 and we can

make the following simplifications: The terms Vmk
is a 2× 2 matrix and represents the covariance

of the omitted pair of cells from cluster k, and X̃mk
is a 1 × 2-dimensional vector, which we will

denote by x̃mk
. The term C̸=0

mk
V−1

[mk]
C ̸=0T

mk
is a 2 × 2 matrix. So,

(
Vmk

− C̸=0
mk

V−1
[mk]

C ̸=0T
mk

)−1

=

F, where F is a 2× 2 matrix.

Furthermore, the summations in the second terms of each of B22, B21, and B11 can be simplified

to terms with cluster index s only.
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B22 =

K∑
k=1

XT
kV

−1
k Xk − x̃ms

Fx̃T
ms

=

K∑
k=1

XT
kV

−1
k Xk − n

B21 =

(
K∑

k=1

ZT
kV

−1
k Xk

)T

− x̃ms
FT̃

T

ms

=

(
K∑

k=1

ZT
kV

−1
k Xk

)T

− p

B11 =

K∑
k=1

ZT
kV

−1
k Zk − T̃ms

FT̃
T

ms

=

K∑
k=1

ZT
kV

−1
k Zk −Q

n =
(
x̃ms

Fx̃T
ms

)
is a scalar , p =

(
x̃mk

FT̃
T

mk

)
is a 1× T vector , and Q =

(
T̃mk

FT̃
T

mk

)
is a

T × T matrix.

B22 can also be written as below by recalling the expression for var ˆ(θ) given in Section A:

1

var ˆ(θ)
=

K∑
k=1

XT
kV

−1
k Xk −

(
K∑

k=1

ZT
kV

−1
k Xk

)T ( K∑
k=1

ZT
kV

−1
k Zk

)−1( K∑
k=1

ZT
kV

−1
k Xk

)

⇒ 1

var ˆ(θ)
+

(
K∑

k=1

ZT
kV

−1
k Xk

)T ( K∑
k=1

ZT
kV

−1
k Zk

)−1( K∑
k=1

ZT
kV

−1
k Xk

)
=

K∑
k=1

XT
kV

−1
k Xk

⇒ 1

var ˆ(θ)
+

(
K∑

k=1

ZT
kV

−1
k Xk

)T ( K∑
k=1

ZT
kV

−1
k Zk

)−1( K∑
k=1

ZT
kV

−1
k Xk

)
− n

=

K∑
k=1

XT
kV

−1
k Xk − n

Letting var[o] ˆ(θ) be the variance of the treatment effect estimator for observed cells where the

original design may be an incomplete design,
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1

var[o] ˆ(θ)
= B22 −B21B

−1
11 BT

21

1

var[o] ˆ(θ)
=

1

var ˆ(θ)
+

(
K∑

k=1

ZT
kV

−1
k Xk

)T ( K∑
k=1

ZT
kV

−1
k Zk

)−1( K∑
k=1

ZT
kV

−1
k Xk

)
− n

−

( K∑
k=1

ZT
kV

−1
k Xk

)T

− p

( K∑
k=1

ZT
kV

−1
k Zk −Q

)−1( K∑
k=1

ZT
kV

−1
k Xk − pT

)
1

var[o] ˆ(θ)
=

1

var ˆ(θ)
+ C∗

1

var[o] ˆ(θ)
=

1 + var ˆ(θ)× C∗

var ˆ(θ)

Therefore, the information content of the centrosymmetric pair of cluster-period cells denoted by

o is given by

IC(o) =
var[o]

ˆ(θ)

var ˆ(θ)
=

1

1 + var ˆ(θ)× C∗

where

C∗ =

(
K∑

k=1

ZT
kV

−1
k Xk

)T ( K∑
k=1

ZT
kV

−1
k Zk

)−1( K∑
k=1

ZT
kV

−1
k Xk

)
− n

−

( K∑
k=1

ZT
kV

−1
k Xk

)T

− p

( K∑
k=1

ZT
kV

−1
k Zk −Q

)−1( K∑
k=1

ZT
kV

−1
k Xk − pT

)
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C Plots of the information content for the larger designs

More subjects (50) and larger ICC (0.05)
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Figure C1: Information content of the cells in progressively reduced designs, with 50 subjects
per cell, assuming a discrete-time decay model with intracluster correlation of 0.05, and cluster
autocorrelation of 0.95. The black color indicates that no information content can be calculated
for the centrosymmetric cell pair.
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Small number of subjects (10) and small ICC (0.01)
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Figure C2: Information content of the cells in progressively reduced designs, with 10 subjects
per cell, assuming a discrete-time decay model with intracluster correlation of 0.01, and cluster
autocorrelation of 0.95. The black color indicates that no information content can be calculated
for the centrosymmetric cell pair.
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