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This supplementary note dicusses the arctan-encoding in more detail. It ex-
plains the ideas related to this kind of encoding and provides information and
references on the subject of feature construction. Finally it provides additional
prediction results that were not included in the manuscript.
The first step in our bioinformatical data analysis is to construct appropriate
features for training a learning algorithm, for instance the SVM. The standard
initial approach is to train on the numerical descriptors that are already given.
In our case we first trained models on the semi-quantitative concentrations as
a baseline (table 2).
After that we tried to improve our predictions using feature construction and fea-
ture selection according to [2, 3]. It was our major goal to rely on methods that
do not introduce assumptions into the approach. We therefore excluded Prinic-
ipal Component Analysis for feature construction from our approach, which
comes with the following assumptions (made within its deriviation):

1. Assumption of Linearity

2. Assumption that mean and covariance are statistically important

3. Assumption that large deviations are important.

The next best method without assumptions is to guess a feature construction
function. Therefore we experimented with the idea that features are related to
each other and that a pairwise encoding is more appropriate for this learning
task. Furthermore we thought that features have to be considered relative to
each other since they could be substrates or products of each other.
Thus we aimed to encode the relation x/y for concentrations x and y. Clearly
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both values of x and y are positive but could be zero. While x = 0 is a well
defined value, the problematic case arises when y = 0. In principle this case
could be defined as ∞, but a better encoding for x/y is required since ∞ is
surely not adequate for a numerical learning algorithm.
A function that transforms the relation x/y consistently on a finite scale without
loss of information is the arctan(x, y). Therefore we encoded each measured
concentration by

e(x, y) =

{
arctan(x/y) y 6= 0
π/2 y = 0

(1)

using limy→0 arctan(x/y) = π/2 as limiting value for the case were y = 0. The
resulting mapping is shown in figure . As can be seen the codomain is consis-

Figure 1: The arctan function maps the whole domain of x/y for positive x, y
onto the finite codomain [0, π/2). An consistent extension is therefore the defi-
nition for y = 0 to be the value π/2 such that the codomain is [0, π/2].

tently extended to be [0, π/2] for the case when y was not detected, e.g. when
metabolites fell below the detection threshold. This occurs a total number of 301
times of 54 ·160 = 8640 samples being 0.03483% of all values. Consequently this
case is not considered to have a major impact for learning. Another beneficial
side effect is the small codomain that is supporting the SVM, which is known
to perform better when data is scaled to fixed ranges. Thus subsequent scaling
or normalization is not required, when using the arctan. Also the information
which value was greater is encoded by the arctan (and the fraction, of course)
since both cases are mapped onto different ranges within the codomain.
We tested our encoding twice by training with and without arctan encoding on
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the newly detected data set as well as on the data set published in [1]. Both
times we employed the OSAF on the given data set and determined the best
performing feature combination together with its generalization error (results
given in table 2). First, comparing the results of the OSAF-SVM combination
with the previous published performance of the SVM in [1] reveals that sen-
sitivity is increased for the LOO from 74% to 83% and specificity is increased
from 85% to 88%, when training on the simple concentrations. Using the arctan
encoding also improves this performance to 89% sensitivity and 91% specificity.
Evaluating the OSAF-SVM on our data set without arctan encoding yields a
sensitivity of 77% and a specificity of 69% for the LOO. Using the arctan en-
coding improves this to 84% sensitivity and 86% specificity. Therefore in both
cases the arctan encoding improved the prediction performance of the OSAF-
SVM combination.
In summary, we have compared our approach to the case of no normalization and
found that a pairwise encoding of the features mapped onto a limited codomain
supports the generation of predictive SVM models.

Data set Encoding Validation MCC Sensitivity Specificity
Previous [1] simple 10fold CV 76.7208 0.849558 0.919192

simple LOO 71.9206 0.831858 0.888889
Previous [1] arctan 10fold CV 85.8483 0.920354 0.939394

arctan LOO 80.1715 0.893805 0.909091
Manuscript simple 10fold CV 51.9411 0.800000 0.717647

simple LOO 47.2192 0.776471 0.694118
Manuscript arctan 10fold CV 74.303 0.835294 0.905882

arctan LOO 69.431 0.835294 0.858824

Figure 2: This table shows the results of comparing the arctan encoding on two
different data set.
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