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Supplementary Methods 1 

Fisher’s exact test This is a statistical test that is used to determine nonrandom 2 

associations between 2 categorical variables [1]. Fisher’s exact test is similar to the 3 

chi-squared test. If the sample size is large, the chi-squared test can be used successfully, but 4 

significance values from the chi-squared test are only approximated. Fisher’s exact test is a 5 

statistical test that is used to analyze contingency tables when the sample size is small [1]. We 6 

used Fisher’s exact test in the present study. The odds ratio (OR) is defined as a × d/(b × c), 7 

where a is the number of NC or PD patients with a minor allele, b is the number of CR or PR 8 

patients with a minor allele, c is the number of NC or PD patients with a major allele, and d is 9 

the number of CR or PR patients with a major allele. The null hypothesis for Fisher’s exact 10 

test is OR = 1. 11 

The permutation test The permutation test theory evolved from the works of 12 

Fisher and Pitman in the 1930s [2]. In this study, p values of multiple-comparison analyses 13 

were adjusted by applying the permutation test to two stages of screening. The case–control 14 

(or phenotype) labels were randomly shuffled for the two screening stages, and p values were 15 

calculated using Fisher’s exact test. The lowest p value was selected for the randomized data. 16 

This procedure was repeated 100,000 times. Exact p values for the permutation test were 17 

calculated based on the distribution of the lowest p values. 18 

Multiple testing correction Bonferroni correction is a method used to address the 19 

problem of multiple comparisons (also known as the multiple testing problem). It is 20 

considered the simplest and most conservative method to control the family-wise error rate 21 

(FWER). Alternatively, false discovery rate (FDR) controlling procedures, such as the 22 

Benjamini-Hochberg (BH) method [3], are more powerful (i.e., less conservative) than the 23 

FWER procedures at the cost of increasing false positives within the rejected hypothesis. In 24 

the present study, the BH method was used to calculate the q value. The q value is defined as 25 
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an FDR analog of the p value 26 

Akaike information criterion (AIC) The AIC is a measure of the relative goodness 27 

of fit of a statistical model [4]. A smaller AIC indicates a better fit when comparing fitted 28 

objects. The AIC is defined according to the formula -2 × (log likelihood) + (2 × npar), where 29 

npar is the number of parameters in the fitted model, and the log likelihood value [5] was 30 

obtained from the logistic regression model. 31 

The receiver operating characteristic (ROC) ROC is a graphical plot which 32 

illustrates the performance of a binary classifier system as its discrimination threshold is 33 

varied. It is built by plotting sensitivity (the number of true positive results divided by the 34 

number of true positive samples) against (1 minus specificity) at various threshold settings. 35 

Specificity is the number of true negative results divided by the number of true negative 36 

samples. The area under the curve (AUC) of a ROC curve is an indicator representing 37 

expected performance. A higher AUC is more desirable, with a value of 1.00 denoting perfect 38 

performance (sensitivity and specificity are both 100%), while a value of 0.50 indicates 39 

random performance. 40 
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