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I. Primary data collection

Primary data collection should include qualitative as well as quantitative data. Well conducted early qualitative work that informs the development of a logic model or conceptual map can also serve as the baseline for qualitative analyses of emerging discourse on the tax among key stakeholders, including on acceptability. Follow-up qualitative semi-structured interviews and focus groups with key stakeholders after tax implementation can determine if there are new themes or issues that have arisen compared to earlier qualitative work. This will provide insights on whether the logic model needs updating and what additional (primary or secondary sourced) outcome measures should be included in the quantitative work. 

Primary data collection may be challenging if the tax passage and implementation window is short, so whenever possible, planning in anticipation is highly recommended. Researchers need to decide if there are specific stakeholders or subpopulations (e.g., rural vs urban; children, adults or all ages; low income; high consumers) or segments of beverage demand/supply (e.g., away from home, food service, small stores) they will focus on either due to gaps in the literature and/or due to resources constraints. The mode of population-based data collection also matters as there are implications for representativeness. Options include telephone-based, web-based, and in-person samples recruited from certain locations. We encourage a thoughtful approach to sampling frames and caution against the use of convenience samples. This is because the representativeness of convenience samples even after applying post-sample weights may still be problematic; there will still be unmeasured or unobserved characteristics about those who agree to participate and thus who they represent. If convenience samples are used, the results should be interpreted carefully, and we highly recommend using other data in complementary analyses to help triangulate findings or provide additional context.

Efforts to seek funding might be better spent on value added measures such as anthropometry, biomarkers or nutrition label data on products. In other words, for primary data collection (whether quantitative or qualitative), researchers and funders should focus efforts and resources towards subpopulations, dietary segments or outcomes that are otherwise not available in secondary data and would clearly add value. Researchers may need to prioritise scientifically on the basis of availability and costs of data.

Researchers also need to determine if they should design their study as a cohort vs a repeat cross-section or other design and determine the implications of the options for causal inference. In some context, cohort studies need to be overpowered at baseline and can be challenging and expensive to maintain and track over time (e.g., in high migration areas) and are likely to have attrition bias that needs correction, and thus a repeated cross-sectional design may be more practical. Interrupted time series data, if available, is powered statistically on the number of time points rather than ‘population’ size, so can overcome the challenges of other designs.

For primary data that focuses on changes on the supply-side, such as changes in the pricing or formulation of products, there may be both more conventional or new approaches for collecting such information. For example, to obtain prospective nutrition label information, the team evaluating South Africa’s Health Promotion Levy collected beverage label data which was augmented by secondary nutrition label data[1].  Meanwhile, the UK SDIL evaluation team created a database of product formulations, prices and volumes (‘FoodDB’) by pulling information from the internet on a weekly basis.[2]

Of course, regardless of the design, care should be taken to ensure that the sample size and power, given multiple outcome measures of interest, are adequate. This is especially the case when certain subpopulations of interest are expected or hypothesized to respond differently as this would have implications for whether to oversample certain subgroups. 


II. Potential Secondary Data Sources

Likewise, secondary data sources can also be both qualitative and quantitative. For qualitative analyses, documentary sources can be critical and include:
· Public and trade press (from databases such as Factiva and ProQuest).
· Government records (transcripts relating to policy process, consultations, implementation, etc.) including via Freedom of Information requests.
· Industry documents if publicly available (e.g., shareholder reports for publicly traded companies), leaked emails or through market research companies. Freedom of Information or legal discovery requests may be needed.
· Social media discourse (Twitter, Facebook, etc.) among public, government, advocacy groups and industry.

Government collected household or individual level data can be extremely useful sources of secondary data as they are often publicly available, designed to be nationally (sometimes regionally or subpopulation) representative, allows for easier replicability, and in certain countries routinely collected. However, the timing of when these data are made publicly available often means significant time lags between policy implementation and when evaluation of the policy using such data is conducted, peer-reviewed, published and used as evidence. These include:
· Micro-level price data: Government statistical offices often collect a representative sample of prices for a basket of goods (including foods and beverages) to construct consumer price indices. For example, Mexico’s National Institute of Statistics and Geography collects price data from 46 cities (above 20,000 inhabitants) covering the 32 states in the country and including the 10 most population urban areas. Rural areas are often not covered.
· National health and nutrition surveys (e.g., UK’s National Diet and Nutrition Survey) that include individual self-report measures of dietary intake: Ideally these would be based on at least two 24-hr recalls (with accompanying country-specific food composition tables), but typically these have been based on food frequency questionnaires. Many studies have discussed the pros and cons of various self-reported dietary intake assessments and researchers should keep these in mind when considering the specific setting where their evaluation is occurring.[3] Often, these are designed to be cross-sectional studies and if repeated regularly, provide surveillance on the nutritional wellbeing of the population over time and how these outcomes may differ across socio-demographic characteristics. Sometimes these surveys include objective measures of anthropometry and biomarkers for a subset of the sample. A key issue for repeated waves to be collected during the same seasons over time to ensure comparability in diets and diet-sensitive biomarkers.   
· National household income and expenditure, household budget or standard of living surveys that include household self-report measures of food and beverages acquired over a period of time (e.g., one week): These surveys are designed mainly to evaluate financial and living conditions of households, rather than for nutrition or food habits specifically, and asks about purchases or acquisition, not consumption (does not account for food waste or loss, and purchases away from home may not have enough detail on type of food and beverage purchased). Moreover, the measurements are at the household level rather than at the individual level, and there are validated methods to translate these into adult male equivalent or the per capita amounts.[4]
· Other samples that represent specific populations of interest such as pre-schoolers, under-represented groups.

Other government sources of data on national, state or local statistics for inclusion that often released routinely include:
· National statistics on the amounts or value of import-export trade: typically at the monthly or quarterly basis and are organized based on Country and Standard International Trade Classification codes (SITC). 
· Industry specific data on manufacturing amounts or value: often at the monthly or quarterly basis and are organized based on International Standard Industrial Classification for All Economic Activities Codes (ISIC).
· Industry or commercial establishment-specific employment statistics: often at the monthly or quarterly basis and are organized based on ISIC.[5, 6]
· Revenue generation and allocation statistics from various sources: Many tax collecting administrators are required to publicly report tax revenue collection amounts on a regular basis. In some cases when there are strong mechanisms and governance structure on tracking the revenue allocations, such data may also become public. 

Commercial secondary data sources are also increasingly being used by health and food policy researchers and policy analysts. For example, Euromonitor provides annual aggregate national level on sales of “off-trade” and “on-trade” food and beverages for many countries[7, 8]. For some countries, Euromonitor also has nutrition information on top-selling brands going back to 2009. There are some costs associated with licensing this data. Planet Retail and Mintel are others that may also provide aggregate level data for assessing trends and allow for cross-country comparisons. Another creative source of business/finance data is to track stock returns of beverage companies in relation to key events (e.g., announcement and/or implementation of the tax) to assess if claims that such policies may have large-scale or long-lasting impacts on businesses has also been undertaken.[9, 10]

Other commercial data that are often expensive and difficult to obtain include retailer sales data, household level purchase data, and individual consumption data. Retailer sales data take a few forms, such as computerized point-of-sales data directly obtained from retail chains (e.g., as used in an early Berkeley study[11] and in the Barbados evaluation study[12]), and market research company collated data across retail chains on sales of items (e.g., Nielsen Scantrack, Kantar Retail).[13] Commercial household purchase data from market research companies like Nielsen, Kantar and GfK have been used in evaluations in several countries,[14-18] and include measurements of household characteristics (e.g., size, income or socio-economic status, head of household education, location) to help determine if there are heterogenous responses in demand by these characteristics. Some market research companies also conduct their own surveys on consumption behaviours, like the National Eating Trends Survey (NETS) by the NDP Group in the US. Often the costs of these commercial market data become more affordable the further the data licensing occurs as the “value” of these data depreciate given how reflective the data over time. Researchers could consider whether to wait to obtain such data depending on funding and timing constraints.

Earlier studies have assessed the strengths and weaknesses of public and commercial data sources for monitoring changes in diets and food purchases[19, 20] and have noted that commercial data sources are often timelier given the policy implications and relevance of the research, and objective measures based on sales are less likely to be subject to self-reporting bias. However, they are magnitudes more expensive not just due to the cost of licensing the data, but also because of the investments needed in establishing a system to work with these large commercial datasets. To date, evaluations using sales and purchases as outcomes have generally found larger changes compared to consumption/dietary intake measures. Sales data are likely to be more objectively captured compared to self-report intake which may be subject to mismeasurement due to recall challenges and/or social desirability bias. Moreover, the smaller sample sizes of current studies measuring consumption compared to purchase data means it will also be more difficult to detect statistical significance.

When the tax policy is based on sugar content and/or sweetener type, data on nutrition labels with information on nutrient levels, ingredients, package sizes, product descriptions and barcodes may be needed. In some countries, secondary data may already exist and should be explored. Examples include Label Insight (US) and FoodSwitch managed by The George Institute (Australia, New Zealand, China, India, South Africa), BrandView (UK) and Mintel (Global New Product Database). This could be particularly important if retrospective nutrition label data is needed. 

Electronic health or medical records (EHR/EMR) might be the next frontier of big data in these evaluations. These may be worth exploring when there are measurable and meaningful changes in some of the more immediate measures in terms of calorie or sugar intakes. In countries where harmonised health and dental informatics systems are already established, this would be more possible to use for assessing potential health implications of policies.

Additional measures for inclusion in evaluation analyses may come from auxiliary datasets such as:
· Economic measures such as inflation rates, minimum wage, unemployment, gross domestic product per capita;
· Weather data such as temperatures (highs, lows), precipitation, humidity;
· Details of calendar events that influence consumption such as holidays or special events.
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