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Supplementary Material 

1. Feature extraction 

The features were calculated for each preprocessed epoch. Each feature of 20 epochs in the channel 

was averaged. Therefore, each feature had a value per channel. 

1.1 Spectral Features 

Spectral features were extracted for each of the following nine sub-frequency bands:  

• Delta (𝛿, 1–4 Hz),  

• theta (𝜃, 4–8 Hz),  

• low alpha (𝐿𝛼, 8–10 Hz),  

• high alpha (𝐻𝛼, 10–12 Hz),  

• alpha (𝛼, 8–12 Hz),  

• low beta (𝐿𝛽, 12–18 Hz),  

• high beta (𝐻𝛽, 18–30 Hz),  

• total beta (𝛽, 12–30 Hz), and  

• gamma (𝛾, 30–50 Hz).  

First, the absolute power spectral density (APSD) was calculated using the periodogram function in 

MATLAB 2018b. A rectangular window was used for the calculations. The relative power spectrum 

density (RPSD), differential asymmetry (DASM), and rational asymmetry (RASM) were calculated 
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using the APSD value. The feature-associated asymmetry was calculated for each pair of channels (ex, 

Fp1-Fp2, AF3-AF4, and F3-F4, etc.). The formula for RPSD, DASM, and RASM in a specific sub-

band (x band) is 
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where channels A and B have symmetrical relationships. Thus, when all 32 channels are used, the total 

number of EEG spectral features is 9 (APSD) × 32 (channels)	+ 9 (RPSD) × 32 (channels) + 9 

(DASM) × 14 (pairs) + 9 (RASM) × 14 (pairs) = 828. 

1.2 Phase-amplitude coupling (PAC) [1, 2] 

PAC indicates the coherence between a low-frequency signal and the time course of power at higher 

frequencies. We set a low-frequency signal as one of 𝛿 and 𝜃 and set a high-frequency signal as one 

of the seven sub-frequencies (excluding 𝛿 and 𝜃). Let signal {𝑋'} be represented by time series 𝑋*, 

𝑋+ , …, 𝑋, . The time course of powers 𝑆*(𝑓+) , 𝑆+(𝑓+), …, 𝑆,(𝑓+)  was estimated for a higher 

frequency 𝑓+ by applying a sliding tapered time window followed by a Fourier transformation. The 

coherency 𝑐𝑜ℎ𝑒𝑟𝑒𝑛𝑐𝑒(𝑓1, 𝑓2) was estimated between the signal {𝑋'} and the time course of the 

power {𝑆'(𝑓+)} for a given low-frequency 𝑓*. The coherency was calculated with respect to two time 

series divided into 𝑀 segments with 𝐿 long data points. 

𝑐𝑜ℎ𝑒𝑟𝑒𝑛𝑐𝑒(𝑓*, 𝑓+) =
∑ 𝑋C/(𝑓*)𝑆D∗/(𝑓*, 𝑓+)1
/2*

E∑ F𝑋C/(𝑓*)F
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+
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where  
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𝑋C/(𝑓*) = ∆𝑡I ℎ)𝑋34/5*+67)
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	 , ℎ	𝑖𝑠	ℎ𝑎𝑚𝑚𝑖𝑛𝑔	𝑡𝑎𝑝𝑒𝑟. 

Coherence, which is the absolute value of coherency, was extracted as a feature. Thus, in each 

channel, the number of PAC features was 14, which is equal to the number of combinations of {𝑓*, 𝑓+}.  

1.3 Shannon entropy (SE) [3] 

Entropy is a nonlinear measure that quantifies the degree of complexity of a time series. SE is defined 

as follows: 

𝑆𝐸 = −I𝑝(𝑥8) ln 𝑝(𝑥8)
,

82*

 (5) 

where 𝑥 represents the EEG time-series data, N is the length of the data sample, and 𝑝(𝑥) is the 

probability of 𝑥 satisfying 

I𝑝(𝑥8) = 1
,

82*

 (6) 

1.4 Hjorth parameters (HP) [4] 

The HP is a statistical property of a signal in the time domain. It includes three types of parameters: 

activity, mobility, and complexity. The parameters are defined as follows: 

𝑨𝒄𝒕𝒊𝒗𝒊𝒕𝒚(𝒙) =
1
𝑁
I(𝑥8 − 𝜇8)+
,

82*

	 (7) 

𝑴𝒐𝒃𝒊𝒍𝒊𝒕𝒚(𝒙) = 	c
σ(x<)
σ(x)

 (8) 
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𝑪𝒐𝒎𝒑𝒍𝒆𝒙𝒊𝒕𝒚(𝒙) = 	
Mobility(x<)
Mobility(x)

 (9) 

where μx represents the mean of x, x’ represents the derivative of x, and σ(x) represents the standard 

deviation of x. The activity parameter was equal to the variance. 

1.5 Lyapunov Exponent (LE) [5] 

The LE indicates the deterministic chaos of dynamics for time series produced by dynamic systems. 

The formula for the calculation of LE (𝜆) is:  

𝜆(𝑖) =
1
𝑖∆𝑡

1
𝐾
Iln

𝑑=(𝑖)
𝑑=(0)

>

?2*

 (10) 

where: 

• 𝑖 is the discrete time step, 

• ∆𝑡 is the sampling period of the EEG time series, 

• 𝐾 is associated with the embedding dimension set to 5 in this study, 

• 𝑑=(0) is the initial distance from the 𝑗th point to its nearest neighbor, and 

• 𝑑=(𝑖) is the distance between the 𝑗th pair of nearest neighbors after 𝑖 discrete time steps. 

1.6 Hurst Exponent (HE) [6] 

The HE has been widely used to evaluate the self-similarity and correlation properties of fractal 

Brownian noise, which is the time series produced by a fractional Gaussian process. HE is defined as 

follows:  

𝐻𝐸 = log(𝑅/𝑆)/log(𝑁) (11) 
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where N is the length of the data sample, 𝑅 is the difference between the maximum deviation from the 

mean and the minimum deviation from the mean, and 𝑆 is the standard deviation. 

1.7 Kolmogorov Complexity (KC) [7] 

The KC is a non-linear measure that is used to quantify the complexity or irregularity of a signal. To 

calculate KC, the EEG data are converted to a binary sequence having the same length, whose data 

value is 0 if it is less than the mean and 1 if it is larger. The sequence is used to calculate the number 

𝑐(𝑛), which reflects the relative complexity of the data [8]. Then, the KC is  

𝐾𝐶 = 𝑐(𝑛)/𝑏(𝑛) (12) 

where n is the length of the time-series data and 𝑏(𝑛) is the ratio between n and 𝑙𝑜𝑔(𝑛).  
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Supplementary Table 1. Performances of the top 10 electrode configurations composed of two 
electrodes. The table lists the calculated accuracies, sensitivities, and specificities for the top 10 
electrode configurations with the highest accuracies. These values were used as performance measures. 

Channel combination Accuracy Sensitivity Specificity 

F3-F4 74.06% 63.95% 84.13% 

CP5-CP6 72.00% 67.35% 76.64% 

O1-O2 70.98% 99.55% 42.40% 

FC5-FC6 70.18% 52.38% 87.98% 

C3-C4 69.16% 74.60% 63.72% 

T7-T8 66.55% 67.12% 65.99% 

CP1-CP2 65.53% 58.73% 72.34% 

AF3-AF4 64.63% 57.14% 72.11% 

P3-P4 63.61% 79.14% 48.07% 

Cz-Pz 62.02% 44.90% 79.14% 
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Supplementary Table 2. Performances of the top 10 electrode configurations composed of four 
electrodes. The table lists the calculated accuracies, sensitivities, and specificities for the top 10 
electrode configurations with the highest accuracies. These values were used as performance measures. 

Channel combination Accuracy Sensitivity Specificity 

AF3-AF4-FC5-FC6 82.43 % 70.75% 94.10% 

F3-F4-FC5-FC6 79.93% 78.91% 80.95% 

F3-F4-C3-C4 76.19% 73.02% 79.37% 

AF3-AF4-F3-F4 76.19% 70.07% 82.31% 

C3-C4-CP5-CP6 75.96% 69.61% 82.31% 

P3-P4-O1-O2 75.62% 81.63% 69.61% 

C3-C4-O1-O2 74.94% 80.27% 69.61% 

FC5-FC6-C3-C4 73.92% 66.68% 81.18% 

F3-F4-FC1-FC2 73.47% 63.49% 83.90% 

Cz-Oz-F3-F4 73.24% 62.81% 83.67% 
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Supplementary Table 3. Performances of the top 20 electrode configurations composed of six electrodes. 
The table lists the calculated accuracies, sensitivities, and specificities for the top 20 electrode 
configurations with the highest accuracies. These values were used as performance measures. 

Channel combination Accuracy Sensitivity Specificity 

FC5-FC6-C3-C4-P7-P8 86.28 % 86.17 % 86.39% 

F3-F4-FC5-FC-P7-P8 85.26% 83.22% 87.30% 

AF3-AF4-F3-F4-FC5-FC6 84.47% 79.82% 89.12% 

Fz-Cz-AF3-AF4-FC5-FC6 82.43% 70.75% 94.10% 

Fz-Pz-AF3-AF4-FC5-FC6 82.43% 70.75% 94.10% 

Fz-Oz-AF3-AF4-FC5-FC6 82.43% 70.75% 94.10% 

Cz-Pz-AF3-AF4-FC5-FC6 82.43% 70.75% 94.10% 

Cz-Oz-AF3-AF4-FC5-FC6 82.43% 70.75% 94.10% 

Pz-Oz-AF3-AF4-FC5-FC6 82.43% 70.75% 94.10% 

AF3-AF4-FC5-FC6-FC1-FC2 82.43% 70.75% 94.10% 

AF3-AF4-FC5-FC6-PO3-PO4 82.20% 70.52% 93.88% 

AF3-AF4-FC5-FC6-CP1-CP2 81.97% 70.52% 93.42% 

Fp1-Fp2-AF3-AF4-FC5-FC6 81.86% 79.82% 92.97% 

AF3-AF4 -F7-F8-FC5-FC6 81.86% 70.75% 93.42% 

AF3-AF4-FC5-FC6-C3-C4 81.18% 70.75% 92.97% 

AF3-AF4-FC5-FC6-P7-P8 81.07% 70.75% 93.42% 

Fp1-Fp2-FC5-FC6-P7-P8 80.16% 70.75% 80.95% 

F3-F4-FC5-FC6-P3-P4 79.82% 70.75% 79.14% 

FC5-FC6-CP5-CP6-P7-P8 79.48% 70.75% 82.09% 

AF3-AF4-FC5-FC6-T7-T8 79.37% 70.75% 89.57% 
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Supplementary Table 4. Performances of the top 20 electrode configurations composed of eight 
electrodes. The table lists the calculated accuracies, sensitivities, and specificities for the top 20 
electrode configurations with the highest accuracies. These values were used as performance measures. 

Channel combination Accuracy Sensitivity Specificity 

F3-F4-FC5-FC6-C3-C4-P7-P8 86.85 % 86.85% 86.85% 

FC5-FC6 -FC1-FC2-C3-C4-P7-P8 85.83% 85.94% 85.71% 

Cz-Oz-FC5-FC6-C3-C4-P7-P8 85.71% 85.71% 85.71% 

AF3-AF4-FC5-FC6-C3-C4-P7-P8 85.49% 81.63% 89.34% 

Fz-Cz-FC5-FC6-C3-C4-P7-P8 85.15% 85.49% 84.81% 

FC5-FC6-C3-C4-P7-P8-O1-O2 85.03% 86.85% 83.22% 

F3-F4-FC5-FC6-FC1-FC2-P7-P8 85.03% 83.45% 86.62% 

Fz-Oz-FC5-FC6-C3-C4-P7-P8 84.81% 85.26% 84.35% 

Cz-Pz-FC5-FC6-C3-C4-P7-P8 84.81% 84.13% 85.48% 

Fz-Cz-F3-F4-FC5-FC6-P7-P8 84.69% 82.77% 86.62% 

Pz-Oz-FC5-FC6-C3-C4-P7-P8 84.47% 83.90% 85.03% 

AF3-AF4-F3-F4-FC5-FC6-FC1-FC2 84.35% 79.59% 89.12% 

Cz-Oz-F3-F4-FC5-FC6-P7-P8 84.24% 82.54% 85.94% 

Fz-Cz-AF3-AF4-F3-F4-FC5-FC6 84.24% 79.82% 88.66% 

Fz-Pz-FC5-FC6-C3-C4-P7-P8 84.13% 83.90% 84.35% 

Cz-Pz-F3-F4-FC5-FC6-P7-P8 84.13% 81.63% 86.62% 

Fp1-Fp2-AF3-AF4-F3-F4-FC5-FC6 84.13% 80.27% 87.98% 

F7-F8-FC5-FC6-C3-C4-P7-P8 84.01% 83.90% 84.13% 

FC5-FC6-C3-C4-CP1-CP2-P7-P8 84.01% 82.77% 85.26% 

Cz-Pz-AF3-AF4-F3-F4-FC5-FC6 84.01% 79.37% 88.66% 



 

10 

 

 

Supplementary Figure 1. List of the most frequently selected features. The features were most 
frequently selected in all CV iterations for the number of features that yielded the highest accuracy in 
each optimal electrode configuration. From top to bottom, the feature list of the Opt-2ch, Opt-4ch, Opt-
6ch, and Opt-8ch configurations are described. The x-axis is “oftenness,” which is calculated by 
dividing the feature selection times by all CV iteration times (441). 
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