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Part A: Validation of the Conceptual Model 

• A1: Have experts been asked to judge the appropriateness of the conceptual model? 

Yes, IHE-DCM has been continuously evaluated for face validity since the first model version was 

completed in 2013, including feedback regarding design and programming from clinical experts. 

Additionally, the conceptual model has been peer-reviewed by scientific journal editors and 

independent reviewers in the course of six published model applications [1-6] and one published 

model validity study [7].  

IHE-DCM has also been approved by Health Technology Assessment (HTA) reviewers, including 

the Dental and Pharmaceutical Benefits Agency (TLV) in Sweden and the Norwegian Medicines 

Agency (NoMA) in Norway. These objective decision-makers in each country judged IHE-DCM 

to be suitable for estimating cost-effectiveness for the study problems considered, implicitly (and 

in some cases explicitly) approving the conceptual model of IHE-DCM. NoMa writes that 

“Markov cohort modeling is a common and well-established method of health economic analysis. 

For T2DM microsimulation (simulation at the individual level) is considered more suitable 

because of the complexity of the disease course. Such models are often heavy to run and less 

transparent than cohort-level simulation. The cohort model loses some accuracy, but this is 

compensated for a much faster model. A shorter run time facilitates work on the validation of the 

model and running sensitivity analyzes. The Norwegian Medicines Agency considers that this may 

be appropriate cohort modeling of T2DM (faster running time), although some accuracy is lost. 

Lundqvist et al. demonstrated that results from the cohort model were comparable to other 

established models. It is also positive that all baseline patient characteristics and treatment effects 

(change in biomarkers such as HbA1c) can be easily changed in the model.” [8, 9]. 

• A2: Has this model been compared to other conceptual models found in the literature or clinical 

textbooks? 

Yes. In the current manuscript. 

Part B: Input Data Validation 

• B1: Have experts been asked to judge the appropriateness of the input data? 

Yes. Although it is unclear where to draw the line between the conceptual model and input data, 

experts have regularly weighed in on the appropriateness of inputs used in IHE-DCM. In a broad 

sense, any risk equation used in IHE-DCM is “input data”.  In a narrow sense, “input data” can be 

interpreted as the values that are entered into IHE-DCM by a user to parameterize a given 

application (e.g., mean age of the cohort at study baseline), which differs from programmed 

features of the model which cannot be modified by the user without changing the source code 

(e.g., the macrovascular  risk equations supported in the model). 

While some of the choices made in selecting risk equations may be unique to IHE-DCM, there is 

broad consensus among diabetes modelers about others, such as the UKPDS equations used to 

estimate risks of cardiovascular events and mortality.   

In the narrow sense of “input”, that is, the data required to populate the simulations for this 

manuscript, not all inputs have been judged by independent experts.   

• B2: When input parameters are based on regression models, have statistical tests been performed? 

Yes. Regression models as a source of risk predictions are hard-coded into model programing, but 

regressions models for QALY disutility values, such as the CODE-2 [10], can be customized by 

the model as “user inputs”.  Statistical assessments of the validity and adequacy of these 

regression models are largely available in their respective publications.  The UKPDS equations 

used in IHE-DCM for the prediction of macrovascular risks and mortality are well-established in 

T2DM modeling and appropriate statistical tests were performed.  
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Part C: Validation of the Computerized Model 

• C1: Has the computerized model been examined by modeling experts? 

Yes. As part of HTA submissions, independent and objective HTA boards such as NOMA 

(Norway) and TLV (Sweden) have reviewed the structure of IHE-DCM and its cost-effectiveness 

applications (see the entry for A1) 

• C2: Has the model been run for specific, extreme sets of parameter values in order to detect any 

coding errors? 

Yes, every time a programing change is made to the model, the implementation is tested 

systematically and debugged by both the programmer and other staff at the Swedish Institute for 

Health Economics. A formal verification test of IHE-DCM has been conducted recently, where 74 

“stress tests” were specified and then conducted. It was conducted by staff at the Swedish Institute 

for Health Economics. The results of the stress tests were consistent with expectations. An 

expanded formal verification including several hundred “stress test” is performed after each new 

model update.  

• C3: Have patients been tracked through the model to determine whether its logic is correct? 

Yes. While IHE-DCM is a cohort model, and does not produce any output on individual patients, 

the code is regularly inspected, and traces of health states and biomarkers are examined for the 

cohort to assess correct implementation in the computerized model and plausibility of 

assumptions. 

• C4: Have individual sub-modules of the computerized model been tested? 

Yes, see response to C2, above. Furthermore, when model improvements are made to any sub-

module of IHE-DCM, the modified sub-module is inspected by running IHE-DCM with inputs 

that are specifically designed to isolate and investigate the effects of this sub-module on other 

parts of the model simulation. While these tests are being carried out regularly to verify that the 

IHE-DCM model calculations perform in line with expected outcomes, we do not follow a set 

protocol nor are these test results reported. 

Additionally, prior to model execution, IHE-DCM evaluates the model inputs for nonsensical, 

impermissible values (e.g., negative ages or biomarker values), and the user is prompted to adjust 

any offending inputs to ensure consistency with model requirements. 

Part D: Operational Validation 

• D1: Have experts been asked to judge the appropriateness of the model outcomes? 

Yes. HTA bodies have judged that the model outcomes are appropriate. NOMA (Norway), TLV 

(Sweden) have all reviewed the model itself and applications of the model as part of 

reimbursement submissions. 

Modeling guidelines were followed in the construction of IHE-DCM, including the decision of 

what outcomes to report. IHE-DCM reports a comprehensive set of outcomes that includes the 

standard set expected of DM models plus many more to enable a full examination of model 

results. By providing this level of transparency, we enable all concerned experts to assess 

appropriateness of the model for a broad range of outcomes, including for example, 

o Summary measures of health economic endpoints, including, costs, LYs, survival, QALYs, 

ICERs, CEACs, scatterplots 

o Cumulative incidence of individual micro- and macrovascular complications, survival 

o Simulated biomarker evolution over time (e.g., HbA1c, SBP, BMI, cholesterol, eGFR, heart 

rate) 

o Adverse event rates 
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• D2: Have the model outcomes been compared to the outcomes of other models that address 

similar problems? 

Yes. In the current manuscript. 

• D3: Have the model outcomes been compared to the outcomes obtained when using alternative 

input data? 

Yes.  As part of a recent verification (See C2), results were generated for each of the four CVD 

risk equations supported in IHE-DCM, UKPDS 82 [11],UKPDS [12] , Swedish NDR [13], and 

Australian FDS [14]), and the results were compared and contrasted.  

• D4: Have the model outcomes been compared to empirical data? 

Yes, the external validation of the model was formally tested by replicating and simulating 12 

clinical trials (both interventional and non-interventional) and comparing 167 predicted 

microvascular, macrovascular, and mortality outcomes with those observed in the actual trials. 

Concordance was examined using visual and regression-based analysis of the resulting 

scatterplots (where an intercept of 0 and a slope of 1 indicate perfect concordance). Additional 

analyses were conducted on sub-groups of outcomes, including ‘dependent’ vs. ‘independent’ 

endpoints and microvascular vs. macrovascular vs. mortality endpoints to assess the 

performance of individual model components. The validation study also evaluated the impact 

of using alternative macrovascular and mortality risk equations. 

Visual inspection indicated that the model predicted outcomes well using each of the three 

competing sets of macrovascular risk equations. The regression coefficients indicated that the 

best-fitting regression line for UKPDS 68 was almost perfectly concordant with observed 

values (slope 0.996), whereas there was a slight tendency for the Swedish NDR risk equations 

(0.952) and the UKPDS 82 equations to underestimate (0.899) actual outcomes. The R2 

values were uniformly high (>0.96). There were no major differences between ‘dependent’ 

and ‘independent’ outcomes, nor were there major differences for microvascular and mortality 

outcomes. [7]. The external validation indicates that the IHE Diabetes Cohort Model is associated 

with predictive accuracy in line with other models of T2DM, indicating that the trade-off in 

accuracy for using the cohort approach vs. micro-simulation might not be that large. 

Part E: Other Validation Techniques 

• E1: Have any other validation techniques been performed? 

The formal validation of IHE-DCM included examination of face validity, debugging and stress 

testing, cross-validation, and dependent and independent validation.  Back-of-the-envelope 

calculations is regularly used to evaluate the face validity of model updates, and double 

programming is used to double-check the IHE-DCM implementation of risk equations. 
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