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Technical appendix 
 

A Bayesian analysis of the renal scar event rate was prespecified to estimate the probability of 

treatment benefit considering the recommendations for trials conducted with a limited sample size in 

frequentist design (1). A Beta-binomial model was used to analyze the difference in scar proportions 

between arms (2).  

A Mixture of Beta priors has been considered for the outcome evaluation using the data provided by 

literature (3,4). Two clinical trial results have been combined in a mixture of distributions. 

1. Huang et al. (3) the study reports a probability of scarring of 𝜋̂𝑡𝑟𝑒𝑎𝑡 (𝐻𝑢𝑎𝑛𝑔) = 0.33 (6|18) and 

𝜋̂𝑐𝑜𝑛𝑡𝑟𝑜𝑙 (𝐻𝑢𝑎𝑛𝑔) = 0.66 (39|65) respectively in treatment and control arm. Considering this 

information, informative Beta prior has been derived as: 

𝛱treat (Huang) ∼ 𝐵𝑒𝑡𝑎(6,12) 

𝛱control (Huang) ∼ 𝐵𝑒𝑡𝑎(39,26) 

2. Shaikh et al. (4) study reports, instead, a probability of scarring of 𝜋̂𝑡𝑟𝑒𝑎𝑡 (𝑆ℎ𝑎𝑖𝑘ℎ) = 0.098 

(12|123) and 𝜋̂𝑐𝑜𝑛𝑡𝑟𝑜𝑙 (𝑆ℎ𝑎𝑖𝑘ℎ) = 0.168 (22|131) respectively in treatment and control arm. 

Considering this information, informative Beta prior has been derived as: 

𝛱treat (Shaikh) ∼ 𝐵𝑒𝑡𝑎(12,111) 

𝛱control(Shaikh) ∼ 𝐵𝑒𝑡𝑎(22,109) 

The information has been combined in a mixture of Beta prior: 

𝛱treat = 𝑝𝛱treat (Huang) + (1 − 𝑝)𝛱treat (Huang) 

𝛱control = 𝑝𝛱control (Huang) + (1 − 𝑝)𝛱control (Huang) 

An equal weight (𝑝 = 0.5) to the components of the mixture prior has been assumed. 

The posterior distribution for the difference in proportions outcome requires the estimation of the 

posterior distribution of the scar proportion in each arm, separately, and has been computed with the 

following resampling procedure(5): A first resampling of the proportion of scarring 𝜋𝑡𝑟𝑒𝑎𝑡
∗  from 

𝜋𝑡𝑟𝑒𝑎𝑡|𝑋𝑡𝑟𝑒𝑎𝑡which is the posterior distribution for the treatment group; 

1. A second resampling of 𝜋𝑐𝑜𝑛𝑡𝑟𝑜𝑙
∗  from 𝜋𝑐𝑜𝑛𝑡𝑟𝑜𝑙|𝑋2; 

2. A posterior distribution, for the parameter related to the difference in proportions, has been obtained by 

calculating 𝜋𝑡𝑟𝑒𝑎𝑡
∗ − 𝜋𝑐𝑜𝑛𝑡𝑟𝑜𝑙

∗  from the previously resampled distributions(6). 

Resampling procedures were performed using an MCMC estimation algorithm, as indicated in the 

literature (5), using 3 chains, 5000 iterations, and 1000 adaptations. Computations were performed 

using OpenBUGS (7) and R version 3.3.2 (8). 



Sensitivity Analysis 
The inference was expected to be seriously conditioned by the prior choice, as only a few data points 

were available to estimate the likelihood. For this reason, a sensitivity analysis was performed to 

assess the robustness of the inferential conclusion concerning the different prior choices. 

Different levels of penalization (discounting) may be provided for the historical information using a 

power prior approach (9) to perform a sensitivity analysis on the prior choices. The historical 

information may be included in the final inference using a 𝐵𝑒𝑡𝑎(α1, β1) prior, where: 

α1 = α0d0 + 1 

β1 = β0d0 + 1 

The α0 and β0values are the parameters defined by the number of successes and failures derived from 

the literature and are (α0 − 1) and (β0 − 1), respectively. The value d0 defines the amount of 

historical information to be included in the final inference. The discounting factor is otherwise defined 

as (1 − d0) × 100 and represents the levels of penalization (discounting) on the historical 

information derived from other studies. 

1. If d0 = 0, the data provided by the literature are not considered, indicating a 100% discount 

on the historical information. According to this scenario, the prior is an uninformative 

𝐵𝑒𝑡𝑎(1,1) distribution. 

2. If d0=1, all the information provided by the literature is considered in the inference, indicating 

a 0% discount on the historical data. 

In this setting, three different scenarios were hypothesized for the prior computation: 

• Power Prior without discounting (Informative, d0=1). A Beta informative prior was 

derived considering the number of successes and failures found in the literature (10), defining 

prior probability distributions as a 𝐵𝑒𝑡𝑎(6, 12) and a 𝐵𝑒𝑡𝑎(39,26) for the first component of 

the mixture of priors (Huang et. al. prior), and a 𝐵𝑒𝑡𝑎(12,111) and a 𝐵𝑒𝑡𝑎(22,109) for the 

second element of the mixture. 

• Power Prior 50% discounting (Low-Informative, d0=0.5). The Beta prior with a 50% 

discount, defined in the literature as a Substantial-Moderate discounting factor (11), was 

defined on the Beta parameters composing the mixture of priors specified in the informative 

scenario.  

• Power Prior 100% discounting (Uninformative, d0=0). Defines a mixture of 𝐵𝑒𝑡𝑎(1,1) 

prior. 
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